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3. Solving Equations
'=13.1. Introduction

The sol ve command for solving equations symbolically is one of Maple most useful commands. In
this worksheet we go into the details of using the sol ve command to solve single equations and
systems of equations. We also consider more carefully what kinds of equationssol ve can and
cannot solve. We introduce Maple's RootOf expressions, which are used throughout Maple and are
often used in the results returned by sol ve, and theal | val ues command for interpreting

RootOf expressions. Finaly, we show how the numerical solving command f sol ve can be used

when sol ve does not work.
[ >

=13.2. Thebasicsof sol ve

We givethe sol ve command an equation in some unknowns and also one specific unknown that it

should solve the equation for. For example, an equation like 1 = a x* - b has three unknownsin it.
Each of the following sol ve commands solves this equation for one of the unknowns.

[ > solve( l=a*x"2-b, a );

[ > solve( 1=a*x"2-b, b );

[ > solve( 1=a*x"2-b, x );

The next two commands check that the last solution really does solve the equation for x.

[ > subs( x=% 1], l1l=a*x"2-b );

[ > subs( x=%4 2], 1=a*x"2-b );

If we put apair of braces around the unknown to solve for, then sol ve returns the solution written
as an equation.

[ > solve( 1=a*x"2-b, {a} );

[ > solve( 1=a*x"2-b, {b} );

[ > solve( 1=a*x"2-b, {x} );

The next two commands once again check that the last solution solves the equation for x. Notice
how the form of the subs command changes slightly because of the br aces around x in the solve
command.

[ > subs( %41], 1=a*x"2-b );

[ > subs( %®42], 1=a*x"2-b );

In each of these examples, sol ve issolving for one variable in terms of the other two variables,
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and so we expect sol ve to return an expression. In the rest of this worksheet we emphasize
equations in just one variable (or systems of two equations in two variables) where we expect
sol ve toreturn specific numbersthat sol ve the equation.

[ >

L[>

=1 3.3. Solving a single polynomial equation

If weask sol ve to solve a polynomial equation (in one variable) of degree n with n £ 3, then

sol ve will always produce n explicit solutions. Some of the solutions may be complex numbers.
Here are afew simple examples.

[ > solve( x"2+1=0, x );

[ > sol ve( x"2+x-1=0, {x} );

[ > solve( x"3-4*x"2+8*x-8=0, X );

When the degree of the polynomial is 3, the sol ve command can produce some pretty impressive
looking answers.

[ > solve( x"3-x"2-x-1=0, {x} );

If wegivesol ve apolynomia equation of degree n with 4 £ n, then sol ve will always produce n
solutions, but some of the solutions may not be explicitly given. Instead, some of the solutions may
be represented by aRoot OF expression. Here is an example.

[ > sol ve( x"5+2*x"N4-4*xN3-4*x"2-4*x"1-3=0, {x} );

One of the solutions of the equation is given explicitly, - 3, and the other four solutions are
expressed by the Root OF part of the result. A Root OF expression usually (but not always) means
that Maple does not know how to find explicit symbolic solutions for the roots of some polynomial,
in this case the polynomial x*4- x”3- x"2- x- 1.

[ > solve( x"4-x"3-x"2-x-1=0, {x} );

When sol ve returnsaRoot OF expression, we can usetheal | val ues command to find out
more about the solutions represented by the Root OF expression. In the case where a Root Of
expression contains a polynomial of degree 4, theal | val ues command will in fact return
symbolic values for the roots, but as the next command shows, the symbolic result may be so
incredibly large and complicated that it is almost useless (and that is why it was represented by a
Root OF expression).

[ > allvalues( %);

Aswe said above, the last symbolic result is so complicated that it is almost useless. So we use the
eval f command to get decimal approximations of these solutions.

(> evalf( %);

When aRoot OF expression contains a polynomial of degree 5 or more, thentheal | val ues
command applied to the Root OF expression may return decimal approximations of the roots
represented by the Root OF expression. In this case, Maple actually cannot return symbolic results

and decimal approximations are the only option. Here is an example.
[ > solve( x"5-x"4-x"3-x"2-x-1=0, X );
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[ > allvalues( %);

What if we would like to convince ourselves that these really are correct solutions? The next
command substitutes the above results into the original polynomial.

[>for i in %do subs( x=i, x"5-x"4-x"3-x"2-x-1=0 ) od;

When we substitute a solution into the original equation, we expect to get the equation 0 =0, and
that is what we get with two of the solutions above. But for the single solution that isareal number,

we get the equation .6 10°8) = 0 when the solution is substituted into the original equation. Does
this mean that we do not have a correct solution? Y es and no. The "solution” in question is
1.965948237. This numerical result is meant to be an approximation of an exact solution, so we
should not expect it to be a correct, exact solution. When this result is substituted into the original

equation, we should not expect to get exactly 0 = 0. But we should expect to "almost” get 0 = 0, and
that iswhat we do get, since .6 10°® s avery small number. So the equation .6 10°® = 0 tells us
that 1.965948237 is an approximate solution to the original equation, not an exact solution.
Similarly, the above substitutions tell us that the other two complex solutions are also correct
approximations of exact solutions.

[ >

With polynomial equations, sol ve can awaysreturn all of the solutions to the equation, some of
the solutions as exact symbolic results and some possibly as decimal approximations. On the other
hand, with non polynomial equations there is no guarantee that sol ve will return all solutions of
the equation, or even any solutions. In the next section we look at some examples of the kinds of
resultsthat sol ve can return for non polynomial equations.

[ >
L[>
'=13.4. Solving a single nonlinear equation

In the last section we saw that with a polynomia equation, sol ve will aways returns all the
solutions to the equation. On the other hand, with non polynomial equations there is no guarantee
that sol ve will return all solutions of the equation, or even any solutions. Here are some examples
of the kinds of resultsthat sol ve can return for non polynomial equations.

The equation x° - cos(3 x°) = 0 threereal roots, but sol ve cannot find symbolic expressions for
any of them, and so it does not return aresult.

[ > sol ve( x"3-cos(3*x"2)=0, x );

We can show that the equation has three real roots by using a graph.

[ > plot( [x*3, cos(3*x"2)], x=-2..2, -2..2);

[ >

Exercise: Inthelast pl ot command, change the commajust after x* 3 to aminus sign.

[ >

Page 3



We know that the equation sin(x) = 0 has an infinite number of solutions, but if we solve it with
sol ve, weonly get one solution.
[ > solve( sin(x)=0, x );

[ >

The equation sin(x2 - 1) =0 also has an infinite number of solutions, which we can verify by
graphing the function sin(x® - 1).

[ > plot( sin(x"2-1), x=-8..8);

But if we solve the equation with sol ve, we get only two solutions, 1 and -1. Thisis because to
sol ve,si n(x”2-1) =0 istruewhen x"2- 1=0, which is solved by either 1 or - 1.

[ > solve( sin(x"2-1)=0, x );

[ >

The equation sin(x2 + 1) = 0 dso has an infinite number of real solutions, which we can again verify
using a graph.

[ > plot( sin(x"2+1), x=-8..8);

But if we solve the equation using sol ve, we get two imaginary solutions.

[ > solve( sin(x"2+1)=0, x );

[ >

Exercise: Explain why sol ve returned two imaginary solutions for the equation si n(x2 +1)=0.
[ >

Similarly, for the two equations sin(x* + 1) = 1 and sin(>* + 1) = - 1, both of which have an infinite
number of real solutions, sol ve will return two real solutions and two imaginary solutions,
respectively.

[ > solve( sin(x"2+1)=1, x );

[ > solve( sin(x"2+1)=-1, X );

[ >

Exercise: The number p to five decimal placesis 3.1415. So the two equations
sn(x*+1+p)=-1
and
sin(>¢ + 4.1415) =- 1
are almost exactly the same equation. Explain why the following command produces two real
solutions
[ > solve( sin(x"2+1+Pi)=-1, x );
(> evalf( %);
but the following command produces two imaginary solutions. (In the following command 4. 1415
iswrittenas 41415/ 10000 in order to prevent sol ve from returning a decimal answer.)
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[ > solve( sin(x"2+41415/10000)=-1, X );
[> evalf( %);
[ >

Recall that with polynomial equations, sol ve sometimes represents solutions with aRoot Of
expression. We can get asoRoot OF expressions as a result of solving non polynomial equations.
Hereis asimple example.

[ > sol ve( x=cos(x), X );

Aswith the case of polynomial equations, we can usetheal | val ues command to find out what
values are represented by the Root OF expression.

[ > allvalues( %);

So we got adecimal approximation to one solution of the equation. The following graph shows us
that thisisthe only real solution to the equation.

[> plot( [x, cos(x)], x=-3*Pi/2..3*Pi /2, -2..2);

[ >

With non polynomial equations, we can even get results from sol ve that contain nested Root Of
expressions. Here is an example.

[ > sol ve( x"2=cos(x"2), X );

Againweusetheal | val ues command to find out what values are represented by the Root Of
expression.

[ > allvalues( %);

We got decimal approximations to two solutions of the equation. The following graph shows us that
these are the only two real solutions to the equation.

(> plot( [x"2, cos(x"2)], x=-3..3);

Let us go back to the nested Root OF expression returned by the sol ve command and try to see
exactly how it represents the solutions to the equation X* = cos(x*). Here isthe Root Of expression
again.

[ > solve( x"2=cos(x"2), x );

To derive this Root Of expression, let us start with the equation x* = cos(>*) and make a
substitution _Z = % in the equation. So then we have the equation _Z = cos(_Z). Let the expression
RootOf(_Z-cos(_Z)) denote a solution of the equation Z - cos(_Z) = 0. Given the solution
RootOf(_Z-cos(_Z)) of the equation _Z - cos(_Z) =0, we plug this solution back infor _Z in the
substitution _Z = x* and we get the equation RootOf(_Z - cos(_Z)) = . Solving this equation for x
gives us a solution to our original equation. Let the expression

RootOf(- RootOf(_Z - cos(_Z)) + x*) denote a solution to the equation

X% - RootOf(_Z - cos(_Z)) = 0. Then RootOf (- RootOf(_Z - cos(_Z)) + x°) also represents a
solution to our original equation X = cos(><2). To get the nested Root OF expression returned by
sol ve, the only thing left to do is replace the variable x in our last nested RootOf expression with

the variable Z. We can do this because changing the name of the variable used in an equation does
not affect the solution values of the equation. Notice that this means that the variable Z that appears
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in the outer RootOf expression is not the same variable Z that appears in the inner RootOf
expression (the inner _Z isthe unknown in the equation _Z-cos(_Z)=0, and the outer _Z isthe

unknown in the equationr - _Z? =0 wherer isasolution of the former equation). The fact that there
can be two distinct variables both called Z in anested Root OF expression is one of the things that
can make nested Root OF expressions hard to understand.

[ >

Exercise: Explain how each of the following three sol ve commands derived its Root Of
expression.

[ > solve( x-sin(x"2)=0, x );

(Hint: First take the arcsin of both sides of the equation x = sin(x*), and then let x = sin(_Z).)
[ > solve( x-sin(x"2)=1, x );

(Hint: First make asubstitutionu=x- 1. Later,letu=sin(_Z).)

[ > solve( x"2-sin(x"2)=1, x );

(Hint: Let w=>%)

[ >

Exercise: First, explain how sol ve derived the following nested Root O expression from the
equation X% = sin(x® + 1).
[ > solve( x"2-sin(x""2+1)=0, x );
Now explain how the following nested Root OF expression can also be derived from the equation
X% =sin(x? +1).
[> RootOf ( -RootOf (_Z-sin(_2)-1)+1+ Z"2 );
To prove that the last two nested Root OF expressions both represent the same solutions to the
equation, let us evaluate both of themusing al | val ues.
> solnl : = solve( x"2-sin(x"2+1)=0, x );
{ > soln2 := RootOF( -RootOf (_Z-sin(_2Z)-1)+1+ 772 );
> al | val ues( solnl );
{> al | val ues( soln2 );
The following graph shows that these are in fact the only two real solutions to the equation.
[ > plot( [x*2, sin(x*"2+1)], x=-3..3, -1..2);
[ >

Exercise: One of the amazing things that Maple can do is algebra with RootOf expressions. Hereis
an example (from A Guide to Maple, by E. Kamerich, page 174).

[>r1 = solve( x"5-t*x"2+p=0, x );

[> simplify( r~7 );

(> sinmplify( r”8);

Explain why these results are correct. (Hint: Derive the first result from the equation inthe sol ve
command. Derive the second result from the first one.) Also, explain why the following result is
correct.
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[> simplify( r™11 );
[ >

The last severa examples have shown what kind of results we can get from the sol ve command
with non polynomial equations. In summary, we can get no solution, alist of solutions that may or
may not be complete, or we can get Root OF expressions that, when evaluated using al | val ues,
give usalist of decimal approximations of solutions. And the solutions that we get can be either real

or complex numbers.
[ >

L[>
=1 3.5. Solving a system of equations

We can use the sol ve command to solve systems of equations, that is, two or more equations that
we want solved simultaneously. When we work with systems of equations we put the equations to
be solved inside of a pair of braces and we put the variables to be solved for inside another pair of
braces. Here is an example with two (nonlinear) equations in two unknowns.
[ > solve( {x"2-yn2-y=0, x+y"2=0}, {x, y} );
Aswith solving a single equation, sometimes we can get the answer given implicitly in terms of
RootOf expressions. As before, we can usetheal | val ues command to find out more about the
solutions represented by the RootOf expressions. Sometimes al | val ues will return symbolic
solutions and sometimesit will return decimal approximations. In the case of the last example,
al | val ues returnsalist of very complicated symbolic solutions.
[ > allvalues( %2] );
We can get decimal approximations of these solutionsby using eval f .
(> evalf( %);
Notice that the RootOf expressions represented three solutions, one real solution and two complex
solutions. The following commands check that these really are solutions.

> seq( subs(%4i], {x"2-y"2-y=0, x+y”2=0}), 1=1..3 ):
L sinplify( [%4 );
[ >

Hereis an interesting result where sol ve mixes apartly symbolic solution with a RootOf
expression.

[ > solve( {x"2+y"2=9, x"y=2}, {x,y} );

Andal | val ues mixes symbolic results with numeric values.

[ > allvalues( %);

Let us check that thisisavalid solution.

[ > subs( % {x"2+y"2=9, x"y=2} );

(> simplify( %);

[ >
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Exer cise: How many real solutions does the system of equations > + y? = 9 and ¥ = 2 have? (Hint:
Graph the equations.)

>

[ >

Here is an example that shows how important it isto check that the resultsfrom sol ve and
al I val ues arecorrect. Inthisexample, al | val ues will produce incorrect results. Let usfind

the intersection of acircle and a parabola. The system of equations X + y* = 1 and y = x* obviously
has exactly two real solutions, and they are not very hard to find using paper and pencil. Hereis one
way to solve them using Maple.

[ > equations := {x"2+y"2=1, y-x"2=0};

[ > solve( equations, {x,y} );

[ > solutions := allvalues( %);

It looks like we have eight solutions. Some of them are complex. Here is an easy way to seethis.

[ > eval f( solutions );

Notice that only four of the eight solutions are complex. This means that we have four real solutions,
which is clearly two too many. Close inspection of the numerical values shows which two real
solutions are incorrect (the ones with negative y values). But what about the complex solutions? Are
any of them correct? (It is easy to see that two of the complex values are incorrect; which ones?) The
next command checks all of the solutions to see how many are correct.

[ > seq( subs( solutions[i], equations ), i=1..8);

[> simplify( [%4 );

We can now clearly see that four of the resultsreturned by al | val ues areincorrect; they do not
solve the original system of equations. Never take the results from Maple at face value! Learn how
to verify and double check all of Maple's results.

[ >

Exercise: Go back and change the definition of equat i ons from { x*2+y”2=1, y-x"2=0} to
{x"2+y"2=1, y=x"2} andthen re-execute the rest of the commands in the example. What
affect does this minor change in the form of the equations have on the example? I's one form of the
equations preferable?

[ >

Exercise: Part (a): Solve the system of equations x> +y* =1 and y - x* = 0 using paper and pencil.
Pay close attention to your steps. Notice that there are two approaches to solving the problem; either
substitute for the x* term in the equation x° + y* = 1 or substitute for the y* term.

[ >

Part (b): Verify that the nested RootOf expressions returned by sol ve are correct, that is, show how
they can be derived from the system of equations. Which of the two approaches mentioned in part
(@) did the sol ve command choose?

[ >
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Part (c): Figure out exactly what mistake was made by theal | val ues command when it
interpreted the RootOf expressions returned by sol ve. (Hint: Part (d) of this exercise.)

[ >

Part (d): Use the next command to read about the keywords dependent andi ndependent in
the online documentation for al | val ues. Pay particular attention to the very last examplein the
section of examples (the last three commands in the section). Should these two keywords be relevant

to our solution of the system x® +y*=1andy - x* = 0?
[ > ?al | val ues

Part (€): Write a RootOf expression that represents solutions of the system x* +y*=1andy- x¥* =0
but is different than the RootOf expression returned by sol ve. (Hint: Use the approach mentioned

in part (a) that isnot used by sol ve.) Useal | val ues to check your RootOf expression.
[ >

Exercise: Use sol ve to solve the equation x* = 7 cos(X*). Convert that equation to the equivalent
system of equationsy = x° and y = 7 cos(x*) and use sol ve to solve this system. Then convert the

equation to the equivalent systemy = x* and y = 7 cos(y) and use sol ve to solve this system.
[ >

L[>

=13.6. Using f sol ve

We have seen that the sol ve command does not always produce all of the solutions of an equation
or system of equations. When that happens, and we need to know the value of some solution that
sol ve did not find, then we need to usethe f sol ve command. Thef sol ve command is used to
find decimal approximations to solutions of equations.

For asingle polynomial equation, f sol ve will return decimal approximations for al of the real
roots of the equation. Here is an example.

[ > fsolve( 1-x-2*x"3-x"4=0, x );

To aso get decimal approximations for the complex roots of the polynomial equation we need to use
the keyword conpl ex.

[ > fsolve( 1-x-2*x"3-x"4=0, x, conplex );

Aswith the sol ve command, if we put braces around the unknown that we are solving for, then

f sol ve returns the results as equations (which can make the results a bit easier to read).

[ > fsolve( 1-x-2*x"3-x"4=0, {x}, conplex );

For asingle polynomial equation, using f sol ve does not provide us with anything that we could
not get using sol ve together with al | val ues andeval f. Thereal usefor f sol ve iswith non
polynomial equations and with systems of equations.

For asingle, non polynomial equation, f sol ve will try to return a decimal approximation for one
real root of the equation. Even if the equation should have several real roots, f sol ve only triesto
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approximate one of the roots. Recall that earlier we showed that the equation X° - cos(3 %) = 0 has
threereal roots but sol ve could not find any of them. Thef sol ve command will readily return
one of the roots.

[ > fsolve( x"3-cos(3*x"2)=0, x );

L et us check this result.

[ > subs( x=% x”"3-cos(3*x"2)=0 );

[>simplify( %);

Thisisclose enough to 0 = 0 to convince use that f sol ve really has found an approximate
solution. But what about the other real solutions? To find them, we need to use an option for

f sol ve that allowsusto givef sol ve ahint about where it should look for a solution. But how
do we know wheref sol ve should look? We use a graph of the equation (which, you will recal, is
also how we figured out that the equation actually had real solutions).

[ > plot( x"3-cos(3*x"2), x=-1..1);

From the graph we see that there are two more real solutions near - 1. The following f sol ve
command will find one of these two solutions. We givef sol ve ahint of where to find a solution
by giving f sol ve arange that we know includes a solution.

[ > fsolve( x"3-cos(3*x"2)=0, x, -1..0);

Sincetherangewe gavef sol ve included two solutions, we really could not predict which one of
them f sol ve would find. To find the other solution, we givef sol ve amore specific rangeto
look in.

[ > fsolve( x"3-cos(3*x"2)=0, x, -1..-0.9 );

So now we have approximate values for al three real solutions of the equation. Thisexampleis
typical of how f sol ve gets used with a single equation. We need a graph of the equation to give us
an idea of how many (real) solutions there are and about where they are. Then we use this rough
information from the graph to give f sol ve hints so that it can find each of the solutions.

[ >

There is also another way to givef sol ve ahint about where to find a solution. We can give

f sol ve a"darting value' for the unknown in the equation.

[ > fsolve( x"3-cos(3*x"2)=0, x=-1);

[ > fsolve( x"3-cos(3*x"2)=0, x=-.8);

Thisway of giving ahinttof sol ve isnot as good as the previous way. For agiven starting value,
it is often difficult to predict which solution f sol ve will find. It is not uncommon for f sol ve to
find asolution that is far away from a starting value even when there is another solution very near to
the starting value. Here is an example of the unpredictability of f sol ve using astarting value. In
the following command, out of the three real roots of the equation, f sol ve findsthe onethat is
furthest from the starting value.

[ > fsolve( x"3-cos(3*x"2)=0, x=0 );

[ >

What about complex solutions for the equation? To get f sol ve to look for a complex solution we
need to use the keyword conpl ex. But the keyword conpl ex, by itself, need not lead to a
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complex solution.

[ > fsolve( x"3-cos(3*x"2)=0, x, conplex );

In the next command we givef sol ve acomplex starting value along with the keyword conpl ex,
and then it finds a complex solution.

[ > fsolve( x"3-cos(3*x"2)=0, x=I, conplex );

A different complex starting value leads to a different complex solution.

[ > fsolve( x"3-cos(3*x"2)=0, x=2+I, conplex );

[ >

Exercise: What happensif you givef sol ve acomplex starting value but not the keyword
conpl ex?

[ >

Exercise: Part (a): How many real solutions does the equation x* = 7 cos(X*) have? Use f sol ve to
find approximations to all of the solutions. How many solutions does sol ve along with

al I val ues find?

[ >

Part (b): Can you find any complex solutions to the equation in part (a)? (Hint: Try many different
complex starting values.)

[ >

Part (¢): How many real solutions does the equation z=7 cos(z) have? Usef sol ve tofind
approximations to al of the solutions. How many solutionsdoes sol ve along with al | val ues
find?

[ >

Part (d): How are the solutions from part (c) related to the solutions from parts (a) and (b)?

[ >

Part (e): Can you find any complex solutions to the equation in part (c)?

[ >

Part (e): How are the solutions from part (€) related to the solutions from part (b)?

[ >

It isinteresting to see what happens when we give f sol ve abad hint. In each of the following two
commands, there is no solution of the equation within the range givento f sol ve. Inthefirst
example, f sol ve does not return any value.

[ > fsolve( 1-x-2*x"3-x"4=0, x, -2..0);

But noticewhat f sol ve doesin the next example.

[ > fsolve( x"3-cos(3*x"2)=0, x, -2..-1);

In thisexample, f sol ve returned unevaluated. | do not know why, when there is no solution within
the given range, f sol ve sometimes does not return a value and sometimes returns uneval uated.

[ >

Page 11



L[>
=13.7. Using f sol ve with a system of equations

We canusef sol ve to find numerical solutions for systems of equations. For example. the system

of equations X’ + y* = 9 and X’ = 2 has three real solutions, as the following graph shows.
> plots[inmplicitplot]( {x"2+y"2=9, x"y=2}, x=-4..4, y=-4..4,
{ > scal i ng=constrai ned );
But the sol ve command can only find one of the solutions.
[ > solve( {x"2+y"2=9, x"y=2}, {x,y} );
[ > allvalues( %);
[> evalf( %);
To find approximations for the other two solutions, we need to use thef sol ve command.
[ > fsolve( {x"2+y"2=9, x"y=2}, {X,y} );
Without any hints, the f sol ve command found the same solution that sol ve and al | val ues
found. When solving a system of equations, we can givef sol ve hints about either or both of the
unknowns that it is solving for. The next command givesf sol ve ahint about the x value of the
solution that we wish to find.
[ > fsolve( {x"2+y"2=9, x"y=2}, {x,y}, x=0..2 );
Within that range for x there are two solutions of the system and f sol ve found one of them. If we
want to find the other, we can adso givef sol ve arangefory.
[ > fsolve( {x"2+y"2=9, x"y=2}, {x,y}, x=0..2, y=2..4);
Or, we could just givef sol ve arangefor y.
[ > fsolve( {x"2+y"2=9, x"y=2}, {x,y}, y=2..4);
[ > fsolve( {x"2+y"2=9, x"y=2}, {x,y}, y=-4..-2);
Aswith single equations, we can give f sol ve hints by using starting values instead of ranges.
[ > fsolve( {x"2+y"2=9, x"y=2}, {x=1,y=-3} );
We can try to find a complex solution to the system by using the keyword conpl ex and giving
f sol ve complex starting values.
[ > fsolve( {x"2+y"2=9, x"y=2}, {x=l,y=l}, conplex );
L et us check this last solution.
[ > subs( % {x"2+y"2=9, x"y=2} );
Does that seem reasonable?

Exercise: Find another complex solution for the system of equations x* +y* = 9 and X = 2. Be sure
to check any solution that you find.

[ >

Exercise: Usef sol ve to solve the equation x* = 7 cos(x?). Convert that equation to the equivalent
system of equationsy = x* and y = 7 cos(x?) and use f sol ve to solve this system. Then convert the

equation to the equivalent systemy = x* and y = 7 cos(y) and use f sol ve to solve this system.
[ >
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L[>

=13.8. Online help for solving equations

The following command calls up the help pagefor sol ve.

[ > ?sol ve

The following help pages provide more details about how the sol ve command works. Each page
discusses a special case of what the sol ve command can do.

[ > ?sol ve, scal ar

[ > ?sol ve, system

[ > ?sol ve, | i near

[ > ?sol ve, radi cal

[ > ?sol ve, f | oat

[ > ?solve,ineq

The following command brings up aworksheet, from the New User's Tour, called "Algebraic
Computations'. Notice that this worksheet has a section called " Solving Equations and Systems of
Equations’.

[ > ?newuser, t opi c04

The next command brings up one of the "Examples Worksheets' called " Solving Equations”.

[ > ?exanpl es, sol ve

Itiscommon for sol ve toreturn aRoot OF expression. Here is a help page that provides some
information about these expressions.

[ > ?Root OF

Theal | val ues command is used to find out more information about Root OF expressions.

[ > ?al | val ues

When sol ve cannot find a symbolic solution for an equation, we need to use thef sol ve

command.
[ > ?fsolve

Thesol vef or command isclosely related to sol ve.
[ > ?sol vefor

Theel i m nat e command aso, in asense, alows oneto "solve" aset of equations.
[> ?elimnate

The following two commands are specia kinds of sol ve commands. Thei sol ve commands
solves equations for integer solutions. The ms ol ve command solves equations for integers

solutions mod m.
[ > ?isolve
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[ > ?nsol ve

[ >
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