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5. Manipulating and Simplifying Expressions

=[5.1. Introduction

In this worksheet we go over some of the details of using thef act or, conbi ne, expand,
sinplifyandconvert commandsand wetry to give some guidelines on which command
should be used when. For convenience, this worksheet is organized in two ways. First, itis
organized by command and for each command we give a brief overview of how it can be used.
Second, this worksheet is organized by the kinds of expressions that can be manipulated and for
each kind of expression we show how it can be manipulated using appropriate Maple commands.

o[>
=]5. 2. factor

Maple'sf act or command worksin away that may seem strange to students in math courses.
Recall that factoring a polynomial like x* - 5 x + 6 is equivalent to solving the equation

X’ - 5x+6=0, that is, if the number a solves the equation, then x - aisafactor of the polynomial.
Maple will readily solve the following equation for us and also factor the polynomial.

[ > solve( x"2-5*x+6=0, X );

[ > factor( x"2-5*x+6 );

Now consider the equation X - 2 x- 1=0. Maple'ssol ve command will solve this equation, but

Maple'sf act or command does not factor the polynomial x* - 2 x - 1.

[ > solve( x"2-2*x-1=0, x );

[ > factor( x"2-2*x-1);

So herethef act or command seems to be ignoring a basic fact from high school algebra.

Let uslook at another example, one that gives us a hint of what f act or istrying to do. Consider
the polynomial 6x°- 13x + 6. Let us see how Maple factors this polynomia and how it solves the
equation 6 X° - 13x+6=0.
[ > solve( 6*x"2-13*x+6=0, X );
[ > factor( 6*x"2-13*x+6 );

: . ) & 20 30 _ o
Noticethat f act or did not factor 6 xX° - 13x+6as6§x- Eggx Eg&ncethecoefflmentsm

the polynomial giventof act or areintegers, f act or returns afactored form that only uses
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integer coefficients. In general, f act or returns afactored form that uses the same kind of

coefficients as the polynomial being factored. Now if we go back to the example X*- 2x- 1, wesee
that f act or would need to use radicals in the coefficients of the factored form, but the polynomial
has only integer coefficients. Sof act or does not factor this polynomial.

Another example of wheref act or will not factor a polynomial isif the factors need to use

complex numbers. Consider the polynomial x* - 4 x + 13.

[ > solve( x"2-4*x+13=0, x );

[ > factor( x"2-4*x+13 );

Since the polynomial has integer coefficients but the factored form would need complex
coefficients, f act or does not factor the polynomial.

[ >

There are several ways to get Maple to factor polynomialslikex® - 2x- 1andx* - 4 x + 13. In the
first polynomial, we could tell f act or that it is OK to use a coefficient containing a certain radical
in the factored form. We do this as follows.

[ > factor( x"2-2*x-1, sqrt(2) );

Of course, this requires that we know exactly what radical thef act or command will need. If the
factored polynomial would need some other radical, then we need to tell f act or .

[ > solve( x"2-x-1=0, X );

[ > factor( x"2-x-1);

[ > factor( x"2-x-1, sqrt(5) );

Here is an example where more than one radical is needed.

[ > sol ve( x"4-8*x"2+15=0, x );

[ > factor( x"4-8*x"2+15 );

[ > factor( x"4-8*x"2+15, sqrt(3) );

[ > factor( x"4-8*x"2+15, sqrt(5) );

[ > factor( x"4-8*x"2+15, {sqrt(3), sqrt(5)} );

In the case where the factored form uses complex numbers (with integer coefficients), we need to
tell f act or thatitisOK to use theimaginary number | in the factored form.

[ > solve( x"2-4*x+13=0, X );

[ > factor( x"2-4*x+13, | );

It is possible that a polynomial has roots that are complex numbers and the complex roots have
radicals in their coefficients. To get f act or to factor such a polynomial, we need to tell it to use
both the imaginary number | and also the correct radical. Here is an example.

[ > solve( x"2+x+1=0, X );

[ > factor( x"2+x+1 );

[ > factor( x"2+x+1, {I, sqgrt(3)} );

[ >

Exercise: Get f act or to factor this polynomial, X* - 2«/§x+ 1
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[ >

Another way to factor each of the above polynomiasisto use the following combination of (three)
Maple commands. Notice that this method does not need to know beforehand what radical is needed
or whether | is needed..

[ > eval a( AFactor( x"2-2*x-1));

[ > convert( % radical );

[ > eval a(AFactor( x"2-x-1));
[ > convert( % radical );

[ > eval a( AFactor ( x"2-4*x+13 ));
[ > convert( % radical );

[ > eval a( AFactor ( x"2+x+1 ));
[ > convert( % radical );
Notice that in this method, the form of the factorization can be alittle be different than in the first

method.
[ >

A third way to factor the above polynomialsisto use a special Maple command that needs to be
"loaded" first into Maple.

[ > readlib(split);

Thespl i t command always splits a polynomial into linear factors.

[ > split( x"2-2*x-1, X );

[ > convert( % radical );

[ > split( x"4-8*x"2+15, X );
[ > convert( % radical );

[ > split( x"2+2*x+3, X );
[ > convert( % radical );

Notice the difference between f act or and spl i t with the polynomia 6 x° - 13 x + 6.
[ > factor( 6*x"2-13*x+6 );

[ > split( 6*x"2-13*x+6, X );

[ >

L[>

5. 3. conbine
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The conbi ne command can perform a number of different transformations. Here is a partial list of
some of the transformations that it does. (Notice that, in some sense, conbi ne isakind of
"factorization" for non-polynomials.)

XNy* XNz ==> x"(y+2z)
(x"y) "z ==> x"(y*z)
XAn*y~n ==> (x*y)”n
exp(x)*exp(y) ==> exp(xty)
exp(x) "y ==>  exp(x*y)

exp(x+n*In(y)) ==> y~n*exp(x) where n is an integer
sin(x)*sin(y) ==> 1/2*cos(x-y) - 1/2*cos(x+y)
sin(x)*cos(y) ==> 1/2*sin(x-y) + 1/2*sin(x+y)

cos(x)*cos(y) ==> 1/2*cos(x-y) + 1/2*cos(x+y)
y*I'n(x) ==> I n(x"y)
I n(x)+l n(y) ==> | n(x*y)

Each of these transformation rulesis considered to be of a certain type. For example, the first three
are of type power , the next three of type exp (and also type power ), the next three of typet ri g,
and the last two of type | n. The conbi ne command has some special features and restrictions that
are related to specific types of transformations. The following help pages give the details for each of
the most useful types of transformations.

[ > ?conbi ne, power

[ > ?conbi ne, radi cal

[ > ?conbi ne, exp

[ > ?conbine, In

[ > ?conbine,trig

[ > ?conbi ne, arct an

One important feature of the conbi ne command isthat you can tell conbi ne to restrict the type
of transformation it can use on an expression. For example, let f denote the following expression.
[>f = exp(x)*exp(y) + sin(x)*sin(y) + sqrt(2)*sqrt(x+1);

In the next command, only the trig expressionsin f are combined.

[ > conbine( f, trig );

In the next command, only the radical expressions are combined.

[ > conmbine( f, radical );

In the next command, only the exponential and radical expressions are combined (notice that
multiple options are enclosed in a pair of braces).

[ > conbine( f, {exp,radical} );

In the next command, which does not have any options, al of the possible combinations are
performed onf .

[ > conmbine( f );

It isimportant to note that not all of the transformations that conbi ne can do are correct for all

values of the variables in the expression. Consider the third transformation listed above.
a“n*b”"n ==> (a*b)”n

If welet a and b havethevalue- 1 and welet n be 1/ 2, then this transformation is not correct
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(why?). In the following conbi ne command, since Maple does not know anything about what
values a and b might have, the conbi ne command refuses to perform the transformation on the
grounds that Maple does not wish to state something that may not be true.

[ > anr(1/2)*b~(1/2);

[ > conmbine( %);

Thereisaway however to force conbi ne to perform the transformation.

[ > conbine( a™(1/2)*b"(1/2), radical, synbolic );

The use of the keyword synbol i ¢ tellsconbi ne to do atransformation even if it may produce an
incorrect result for some values of the variables. The keyword synbol i ¢ only workswith
conbi ne for some expression types and the expression type must be specified. Notice that the
following command produces an error.

[ > conbine( a™(1/2)*b”(1/2), synbolic );

[ >

Exercise: Consider the second transformation listed above.

(a”b)*c == a”™(b*c)
Find specific valuesfor a, b, and ¢ sothat (a”b) “c isnot equal toa™( b*c).
[ >

The keyword synbol i ¢ tellsconmbi ne to do atransformation without any regard for the values of
the variables in the expression. In the previous worksheet we saw how to tell Maple something
about the kinds of values that we want a variable to represent. For example, we may want to tell
Maple that such and such a variable represents a positive integer (without ever assigning the variable
avalue). Once we have informed Maple about the possible values of the variables in an expression,
then the conbi ne command can make use of thisinformation to decide if a possible transformation
isvalid on the expression. For example, the following two commands tell Maplethat a and b are
positive.

> assume( a>0 );
{ > assume( b>0 );
Now conbi ne will do the following transformation without the need for the keywordsr adi cal
and synbol i ¢, sincethe transformation is correct for any two positive numbersa and b.
[ > conbine( a™(1/2)*b"N(1/2) );
Now return a and b back into unassigned variables without any assumptions on them.
[>a:="a"; b:=Db;

[ >

L[>

=I5. 4. expand

For polynomials, expand isthe opposite of f act or . For many other kinds of functions, expand
is (amost) the opposite of conbi ne. Hereisapartial list of some of the transformations that
expand can do (though some of these transformations need assumptions on the variables before
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expand will do them).

XM (y+2z)
XM(y*n)
(x*y)”™n
exp(x+y)
exp(x*n)

exp(x+n*I n(y))

cos(2*x)
sin(2*x)
cos(x+y)
si n( x+y)
I n(x"y)
I n(x*y)

==>

XNy* XNz

(x7y)"n

xAn*y~n

exp(x) *exp(y)

exp(x)”"n

y~n*exp(x)

2*cos(x)"2-1

2*si n(x) *cos(x)
cos(x)*cos(y)-sin(x)*sin(y)
sin(x)*cos(y)+cos(x)*sin(y)
y*I n(x)

I'n(x) +I n(y)

Here are some examples of using expand on different kinds of expressions, along with the
commands that undo what expand does. For polynomials, expand distributes products over sums.

[ > (x+y)*(a+b);

[ >
[ >
[ >
[ >
[ >

For the exponential function, expand converts exponents into products.

[ >
[ >

[ > conbine(%;
[> sinplify(99;

[ >
[ >
[ >
[ >
[ >
[ >
[ >
[ >
[ >
[ >
[ >
[ >
[ >

expand( % ;
factor (99 ;
(x+2) ~3;

expand( 9 ;
factor (9 ;

exp(x+y);
expand( % ;

si n(x+y);
expand( 9 ;

conbi ne( % ;

tan(x+y);
expand( % ;

conbi ne( % ;

cos(3*x);
expand( 9 ;

conbi ne( % ;

sin(2*x);
expand( % ;

conbi ne( % ;

# this doesn't work

# this al so undoes the expand
For trig functions, expand produces mostly sum identities. Here are afew examples.

One useful feature of the expand command is that you can give it an option that prevents the
expansion of certain expressions. Here is an example.

[ > expand( (x+y)*(a+b),

atb );
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The expression a+b after the commakept expand from expanding that expression. Here is another
example.

[ > (x+y)*(ath)*(x+2) *3;

[ > expand( % x+y, (x+2)"3 );

In this example, two expressions were not expanded, x+y and ( x+2) " 3.

[ >

A word of warning. The option to the expand command works differently than the options to some
of the other expression manipulation commands. Consider the following example. Let f and g
represent the following expressions.

(> f = sin(x+ty) + exp(x+y);

(> g := expand( f );

Now look carefully at the results of the following two commands.

[ > conbine( g, exp );

[ > expand( f, exp );

Inthe conbi ne command, the exp option caused the command to only work on the exponential
term. In the expand command, the exp option prevented the expansion from working on the
exponential term. So in one command the exp option specifies which terms the command does
work on, and in the other command the exp option specifies which terms the command does not
work on. In addition, notice that the exp option is playing very different roles in the two commands.
Intheconbi ne command, exp isone of only about 15 keywords that can be used as an option to
combi ne. Butintheexpand command, exp isan expression (as opposed to a keyword) and any
valid expression can be used as an option to expand. Whatever expression is used as an option will
not be expanded by expand. Hereisasimple example.

[>f = sin(x+y) + exp(x+y) + exp(atb);

[ > expand( f ); # expand everyt hi ng

[ > expand( f, exp ); # don't expand either exponenti al
> expand( f, exp(at+b) ); # don't expand one of the

{ exponenti al s

> expand( f, exp(a+b), sin ); # don't expand the sin function
{ ei t her

Notice another difference between the expand and conbi ne commands. When we give the
conbi ne command multiple options to specify which types of expressions to combine, we put the
multiple optionsinside apair of braces. But when we give the expand command multiple options

to specify which expressions not to expand, we just separate the options with commas, no braces are
used.

[ >

L[>

=|5.5. sinplify

The first thing that should be said about the si npl i f y command isthat you should not take its
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name too literally. For one thing, there is no well defined notion in mathematics of what makes one
form of an expression "simpler” than an equivalent form of the expression. For example, which of
the following two equivalent expressions, (1- 2x)*or 4x*- 4x+ 1is"simpler"? If you need to
differentiate (or integrate) the expression, then the second form is simpler to work with since the
first form needs the chain rule (or a substitution for integration). If you need to find the roots of the
expression, then the first form (the factored form) is much simpler to work with. Probably the only
real rule of simplification that one can state is that the smplest form of an expression is the one that
makes the next step of your problem easier to do.

Another reason not to take the name si npl i f y to serioudy isthat thesi npl i f y command does
not always manipulate an expression into what most people would think is a simpler form. Consider
this example.

[> sinplify( sin(x)"3);
[ >

Exercise: What exactly did si npl i f y do to the expression sin(x)*?

[ >

Consider the following odd behavior of si npl i fy.

[>simplify( (1-x)"9 );

(> simplify( (1-x)79 + 1 );

Just adlight change in the first expression caused si npl i f y to do acompletely different
transformation, and neither transformation did much to "simplify" the original expressions.

[ >

Even though the name si npl i f y may at times be a bit misleading, thisis still one of Maple's most
useful and important commands. If you have a complicated expression and you want to see if Maple
can make some improvements on it, it is always worth trying the si npl i f y command.

Liketheconbi ne and expand commands, si npl i fy can perform anumber of different
transformations on many different kinds of expressions. Here is apartial list of some of the
transformations that it does. (Notice that in some cases these transformations are the same as for
comnbi ne and in some other cases they are the same asfor expand.)

XNy*x"Nz ==> x"(y+z)
(x"y) "z ==> x"(y*z)
(x*y)™n ==> x*n*y”’n
sqrt (x"2) ==> csgn(Xx)*x
exp(x)*exp(y) ==> exp(x+y)
exp(x) "y ==> exp(x*y)
exp(x+n*In(y)) ==> y”~n*exp(x)
sin(x)"2 ==> 1-cos(x)"2

arcsin(sin(x)) ==> x
arccos(cos(x)) ==> x
arctan(tan(x)) ==> x
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I n(x™y) ==> y*In(x)
I n(x*y) ==> I n(x)+ n(y)
I n(exp(x)) ==> X

Just asfor conbi ne, each of these transformationsis of a certain type. The following help pages
give the details for each of the most useful types of transformations.

[ > ?sinplify, power

[ > ?sinplify,radical

[> ?sinplify,sqgrt

[> ?sinplify,trig

[ > ?sinmplify,In

Using these types as options for the si npl i f y command we can specify which kinds of
subexpressionswe want si npl i f y to work on. Here are some examples.

[ > f = cos(x)"2+sin(x)"2 + (2"x)"(-3);

[>simplify( f );

[> sinplify( f, trig);

[>sinmplify( f, power ); # look carefully at the result

[ > sinmplify( f, trig, power );

Notice that, unlike the conbi ne command (and somewhat more like the expand command) when
we want to specify several different optionsin onesi npl i f y command, we do not put the options
inside apair of braces.

[ >

There is some overlap betweenthe si npl i f y command and some of the other expression
mani pulating commands, like conbi ne and expand. Here are afew examples.

[ > f 1= exp(x)*exp(y);

[ > simplify( f );

[ > conbine( f );

[> g :=In(3*x);

[>sinplify( g );

[ > expand( g );

(> h = exp(x+3*In(y));

[ > sinmplify( h);

[ > conbine( h);

[ > expand( h );

When thereis an overlap between si npl i f y and some other command, the exact details of the
overlap can be a bit mysterious. Notice how in the next example, si npl i fy withan optionis
equivalent to conbi ne without any option, but si npl i f y without an option does more
simplification. This example brings up two obvious questions. Why doesn't conbi ne do the further
combining with the exponent? And what isit that si npl i fy isusing, besides the rules for powers,
that allow it to make the further simplification?

[ > simplify( (2*"x)"3, power );

[ > conbine( (2"x)"3 );

[>simplify( (2*"x)"3 );
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[ >

Liketheconmbi ne command, si npl i fy can perform some transformations that are not always
correct. For example, consider the transformation

(a”b)"c ==> a™(b*c)
which can be done by both si npl i fy and conbi ne. If weleta be- 1, b be2 and ¢ be 1/2, then
this transformation is not correct. Soif si npl i fy does not know anything about the values of a, b,
and c, thensi npl i fy will not perform this transformation.
[> sinplify( (a”b)”c );
But we can use the keyword synbol i ¢ toforcesi npl i fy to do the transformation.
[> sinmplify( (a“b)”~c, synbolic );
Notice that with thesi npl | f y command, the keyword synbol i ¢ can be used alittle bit
differently than with the conbi ne command. The conbi ne command requires an option keyword
before the keyword synbol i c.
[ > conbi ne( (a”b)”"c, power, synbolic );

[ >

Thesi npl i fy command has an important feature that the conbi ne command does not have. We
cantell thesi npl i f y command to make an assumption about all of the variablesin the expression
that we want it to ssmplify.

[ > sinmplify( (a“b)”~c, assune=integer );

The last command told si npl i f y to assume that each of a, b, and ¢ isan integer. Notice that with
this assumption, the transformation is correct and we do not need the keyword synbol i c. Hereis

another example.

[>f = In(x"y)+sqgrt(x"3);

[>simplify( f );

[ > sinmplify( f, assune=real );

[ > sinplify( f, assunme=positive );

[ > sinmplify( f, radical, assunme=positive );

[ >

L[>

[=]5. 6. convert

L[>
=15.7. Polynomial expressions

The two most important Maple commands for working with polynomialsaref act or and expand,
but there are also several other more specialized commands, likesort, col | ect, coef f s,
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coeff,l coeff,tcoeff,degree,and| degr ee. Inthis section we give examples of how each
of these commands can be used with polynomial expressions.

Maple can work with both univariate and multivariate polynomials. A polynomial isunivariateif it
has only one unknown and a polynomial is multivariateif it has two or more unknowns. Here are
some examples of univariate polynomials.

[ > 2*x"3 - 3*x"2 - 17*x + 2;

[> -t"5 + sqrt(12)*t"~3 + (1/3)*t;

(> (1-a)*(a”101 + an33-10);

Here are afew examples of multivariate polynomials.

[> 1 + X +y + X2 + x*y + y"2;

[> (1+a)*u + (2-3*b)*v;

[ > (theta-phi)”3 + (3*s-9*t)"2;

[ >

Exercise: Which of the following expressions are polynomials?
3w’- 5wi?
at+b’t®- 4¢%- 2t
1+24/x +3x+4X

J1-y-v-y

ax"+bc
Hint: If you are not sure, you can ask Maple by using thet ype command. Hereis an example.
[> -t"A5 + sqrt(12)*t~3 + (1/3)*t;
[ > type( % polynom);
[ >

Exercise: Isthe following polynomial univariate or multivariate?
[ > a[ 0] +a[ 1] *x+a[ 2] *x"2+a[ 3] *x"3;
[ >

Thef act or command can work with both univariate and multivariate polynomials.
[> y"3 - 2*y"2 +y + sqrt(2)*y"2 - 2*y*sqgrt(2) + sqrt(2);
[ > factor( %);

[ > 9*u*v"2 + 6*u*v*t + u*t"2 - 18*s*vA2 - 12*s*v*t - 2*s*tA2;
[ > factor( %);

Similarly for the expand command.

[ > 3*(phi-1)"2 + 3*phi *4-2*phi *2;

[ > expand( %) ;

[ > (u-2*s)*(3*v+t)"2;

[ > expand( %);

[ >
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Sometimesthef act or command needs some help with factoring a polynomial.

[ > factor( x"2-2*x-1);

By using the sol ve command, we can seethat f act or will need to useﬁ in order to factor this
polynomial.

[ > solve( x"2-2*x-1, {x} );

Soweneedtotell f act or that it should use«/E when it factors the polynomial.

[ > factor( x"2-2*x-1, sqrt(2) );

To factor the next polynomial we need totell f act or that it should use complex numbers.

[ > factor( x"2+1 );

[ > factor( x"2+1, | );
We say more about thisin the section above about f act or .
[ >

After Maple has done some operation on a polynomial, the terms of the polynomial are often left in
some strange order. This can make it difficult to read and analyze the polynomial.

[> (x-2)"2 + (1-x)M + (1-2*x)"3;

[ > expand( %) ;

When the terms of a polynomial are mixed up like this, the sor t command can be used to put the
termsin order of descending powers.

[> sort( %);

Thesort command isabit unusual among the commands that manipulate expressions. To see
how, consider the following polynomial.

[>p = (2-%X)*(39*x-45+x"3-11*x"2);

Notice that if we apply thef act or command to p, this does not actually change p itself.

[ > factor( p );

> p; # p hasn't changed

Similarly, if we apply the expand command to p, this does not change p itself.

[ > expand( p );

> p; # p hasn't changed

But if we apply thesor t command to p, then p itself is changed.

[>sort( p);

(> p; # p has changed

Thereason that sor t actsthisway isthat Maple stores only one copy of any polynomial. If a
polynomial is reentered into Maple with adlightly different order of the terms, Maple will continue
to use the order it remembers. Here is an example.

[ > -4*X+xX"N2+4,

If we now expand ( x- 2) "2, we will get the output printed just like the last result, rather than the
more expected X* - 4 X + 4.

[ > expand( (x-2)"2 );

Here is another example.

[>1 - x*"3 + x - x"2
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Maple printed the termsin the order that we entered them. Now let us reenter this polynomial.

[> -x"2 - xX*"3 + x + 1;

Maple printed the termsin the order that we first entered them. Maple even keeps track of
polynomials when they appear as subexpressions in some larger expression.

[ > cos(exp(x+1-x72-x"3))/ (1-x"2+x-x"3);

Now apply sor t to the polynomial.

[ > sort( %n0);

Sincethesort command will force the termsto be reordered in the stored copy of the polynomial,
the sorted polynomial becomes the one that M aple remembers from now on.

[ > %%

It is useful to keep thisfact about sor t in mind as you work through the following examples. If you
execute afew of thefollowing sort commands and then re-execute them, the second time you
execute them the results may be different because the way that Maple stores the polynomial has been

changed.
[ >

For multivariate polynomials, the sor t command orders the terms by descending total power of
each term. The total power of aterm isthe sum of all the powers of all the unknowns in the term.
[> pl := a"3*x"2 + X + a*x - x*a"2 + 2*a + x"4*a;

[ > sort( pl);

For multivariate polynomials, the sor t command can also be given a second parameter that tells
sort gpecific variables to sort by. For example, the next command tellssor t to order the terms by
descending total power and to put the a variable before the x variable in each term, and if two terms
have the same total degree (like 5), then put the term with the higher power of a first.

[> sort( pl, [a,x] );

The next command tellssor t to put the x variable before the a variable in each term, and if two
terms have the same total degree (like 5), then put the term with the higher power of x first.

[> sort( pl, [x,a] );

We can also givesor t asingle variable to sort by.

[ > sort( pl, x );

[ > sort( pl, a);

Notice carefully that in the last result, the terms are no longer sorted by their total power. In that
result there is aterm of degree 3 before aterm of degree 5. When sor t is sorting with respect to
just one variable, it uses the other variables as " coefficients'. In other words, the single variable that
you givetosort will comelast in each term and the terms will be sorted in decreasing powers of
that variable.

[ > x*10+a*x"3+x*a"2;

[>sort( % x );

[>sort( % a);

Notice once again that the last two results are not ordered by total degree.

[ >
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There is another way to tell sor t to sort the terms of a multivariate polynomial. Instead of by the
total degree of each term, the terms can be sorted in "alphabetical order”, where you specify to sor t
which unknowns are "alphabetically before" which others. Thisiscalled "purel exicographical
ordering” and is denoted with the keyword pl ex.
[>a + b"2 + x"3 + yN4;
[> sort( %);
[>sort( % [a,b,x,y], plex );
[>sort( % [b,a,y,x], plex );
The next few commands compare pure lexicographical ordering with total degree ordering.
> p2 = x*yN2*zN3 + y*zNh2*xN3 + zFXN2*yN3 + X*ynh2 + y*z"h2 +
{ Z*XN2;
[ > sort( p2, [x,y,z], plex );
(> sort( p2, [x,y,z] );
Notice in the next few commands how, if avariableisnot listed inthesor t command, thenitis
used as a"coefficient”. That is, the variableslisted in sor t come last in any term and the variables
not listed in sor t comefirst in the terms.
[ > sort( p2, [X,y], plex );
[>sort( p2, [x,y] );
[ > sort( p2, x, plex );
[ > sort( p2, x );
Notice that the last command seems to be using pure lexicographical ordering instead of total degree
ordering.
[ >

Exercise: If thesort command had been consistent and used total degree ordering in the last
command (as the online documentation implies that it should), what would the result have been?

[ >

If apolynomial isin apartialy factored form, then sor t will sort the factored parts of the
polynomial, without expanding them.

[ > (X+X"2-x"3)*x"2 + X + Xx"3;

[> sort( %);

[ > a*x"3 + (a*1l0+x*an2+a*x"2)*a”3 + x*a"3;

[ > sort( %);

[>sort( % x );

[>sort( % a);

[ >

Thecol | ect command isanother command for organizing the terms of a polynomial. The
command is used to collect all the termsin a polynomial that have the same degree in some
particular unknown.

[ > sqgrt(2)*x-x"2+sqrt(5)*x+cos(Pi/5)*x"2;
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[> collect( % x );

[ >

Thecol | ect command isespecially useful for organizing multivariate polynomials as univariate
polynomials. For example, we can use col | ect to view the following polynomia as a polynomial
inx (with coefficients that are expressionsin a).

[ > 3*xM2+a*x+a* x"2+at2* x;

[ > collect( % x );

Or we can view the original multivariate polynomial as a polynomial in a (with coefficients that are
expressionsin x).

[> collect( % a);

[ >

It isalso possible to collect terms with respect to more than one variable. Let us start with a
complicated multivariate polynomial in four unknowns.

> p3 = 3*s*urv - vFUrtN2 + vFsSA2¥uN2 + vA2*¥s*u - vA2%t*u
{> + VA2*s*t*un2 - 2*v/h2*¥s + urv*stt,
First collect p3 intermsof u.
[ > collect( p3, u);
Now collect p3 intermsof u and v. Notice that in the following command the order of u and v is
important. The result of the next command is the same as collecting in terms of v the "coefficients’
from the result of the last command. In other words, the collecting of termsis done, in a sense,
sequentialy, first in terms of u and then in terms of v.
[ > collect( p3, [u,Vv] );
Now collect p3 intermsof u, v and s, in that order. Notice how the next result differs from the last
result.
[ > collect( p3, [u,v,s] );
To see that the order of the collecting matters, hereisp3 collected in terms of v and u, in that order.
[ > collect( p3, [v,u] );
Try collecting p3 in terms of severa other combinations of the unknowns.
[ >
[ >

Exercise: How do you think the commandscol | ect (col | ect (p3, u), v) and
col l ect(collect(p3,v), u) wouldcompare with thecommandscol | ect (p3, [u, v])
andcol | ect (p3,[v,u])?

[ >

Exercise: Create a multivariate polynomial p4 in the unknownsw, x, y, z so that the following five
commands will al have different outputs.

[ > pd = ?77,

[ > collect( p4, w);

[ > collect( p4, [wXx] );
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[> collect( p4, [wx,y] );
[ > collect( p4, [wX,Yy, 2] );

[ >

There is another way to collect terms of a polynomial with respect to more than one variable. Instead
of collecting in a"sequentia” manner, do the collecting in the variables "simultaneously".

[ > collect( p3, [u,v], distributed );

In asense, what the last command gives us is a polynomial in the unknowns u and v with
coefficients that are polynomialsin s and t . The next two commands both make it a bit easier to
read the last result. (Notice how the order of the unknowns is used by these sort commands.)
[>sort( % [u,v] );

[>sort( % [v,u] );

The order of the unknowns does not matter to col | ect when collecting terms in this manner.
[ > collect( p3, [v,u], distributed );

[ >

The effect of col | ect on amultivariate polynomial isnot aways easy to predict since the effect
depends not just on the polynomial, but also on the form that the polynomial is presently in. Hereis
an example. Start with the same polynomial p3 from above and collect it in terms of u.

[ > collect( p3, u);

Now collect the result of the last command in terms of v.

[>collect( % v );

Now collect the original polynomial in terms of v.

[ > collect( p3, v );

Notice that the last two commands produce slightly different results, even though they are both
collecting the same polynomial in terms of v. But the two commands are working on different forms
of the same polynomial.

[ >

It is worth mentioning here that the commandsf act or , expand, sort,andcol | ect arenot
just for polynomials. They can be applied to almost any expression. With some practice, they can
become useful tools for manipulating expressions. But these commands have their most intuitive use
with polynomials, and the easiest way to become familiar with them is by using them on
polynomials.

Now we consider some commands that extract information from a polynomial rather than
mani pul ate the form of the polynomial.

Thecoef f s command gives us alist of the coefficients in a polynomial.

[ > expand( (u-2*s)*(3*v+t)"2 );

[ > coeffs( %);

Notice that the list of coefficientsis not in the same order that they appeared in the polynomial.
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Also, noticethat it isan error to give the coef f s command a polynomial that has not been
expanded.

[ > coeffs( (u-2*s)*(3*v+t)"2 );

If wecol | ect thetermsof apolynomial first, then we can give coef f s asecond parameter and
get the list of coefficients from the collected polynomial.

[ > p5 = 3*Xx"2 + a*x + a*x"2 + ar2*x,

[ > coeffs( p5 );

[ > collect( p5 a);

[ > coeffs( % a );

[ > collect( p5, x);

[ > coeffs( % x );

[ >

Thecoef f command allows usto find the coefficient of a specific term of a polynomial.

[ > coeff( p5, x"2);

[ > coeff( p5, a);

Notice that the coef f command "collected" the appropriate terms together when it found the
coefficient.

[ >

Two commandsrelated to coef f arel coef f andt coef f for "l eading coef f icient” and "t
railling coef f icient".

[ > -xX"3+17*x"5+21- X;

[ > lcoeff( %);

[ > tcoeff( %0);

The terms leading and trailing coefficients may make more sense once the polynomial has been
sorted.

[ > sort( %80);

[ >

The command degr ee finds the degree of a univariate polynomial, that is, the highest power of the
unknown in the polynomial. For multivariate polynomials, the degr ee command is a bit more
complicated; see the online documentation.

[> B*tN2-7*t"3-t +2;

[ > degree( %);

The command | degr ee, for "l ow degr ee", finds the lowest power of the unknownin a
univariate polynomial.

[ > 10*X"5+11*Xx"N4+12* xN3+13* X" 2;

[ > | degree( %);

Notice the following.

[ > p6 := 5*Xx"3 + 6*x"2;

[ > | degree( p6 ); # | ow degree
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[ > lcoeff( p6 ); # | eadi ng coefficient
This choice of terminology is amost amusing (and it sure can be confusing).

[ >

Maple has alot of other commands for working with polynomials. Here we will briefly mention a
few of these commands.

Theconpl et esquar e command can be used to complete the square on a quadratic polynomial.
Here is how thiscommand iscalled (it isinthe st udent package).

[ > student[conpl et esquare] ( 3*x"2-5*x+2 );

[ >

The quo and r emcommands compute the quotient and remainder for polynomial division.
[> q := quo( x"3+x+1, x"2+x+1, X );

[>7r1 = renm x"3+x+1, x"2+x+1, X );

Verify the results.

[>q + r/ (x"2+x+1);

(> simplify( %);

Verify them another way.

[ > q*(x"2+x+1) + r;

[>simplify( %);
[>q, r:="q, '
[ >

r

Thet ayl or command along withtheconvert/ pol ynomcommand can be used to find Taylor
polynomials.

[ > taylor( exp(x), x=0, 6 );

[ > convert( % polynom);

(> taylor( In(x), x=1, 8 );

[ > convert( % polynom);

[ >

The command r andpol y can be used to create randomly generated polynomials.
[ > randpol y( x );

[ > randpoly( t );

[ > randpoly( {u,v}, terns=9 );

Go back and re-execute the last three commands.

[ >
Exercise: Create arandom polynomial with ten termsin the unknownsw, x, y, z, and then

col | ect andsort sothat you have apolynomial in the unknowns x andy with coefficients that
are polynomialsinwand z. Create alist of the coefficient polynomials.
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[ >

Theconvert/ hor ner command can be used to put a polynomial in Horner form. Horner form
for polynomials is often used to make evaluating a polynomia more efficient.

[ > S*XN3+4* XN 2+3* X+2;

[ > convert( % horner );

[ >

Exer cise: Suppose you need to evaluate the polynomial 5 X + 4 x° + 3 x + 2 at x = 6 and your
calculator has only an addition and multiplication button on it. How many multiplications and
additions are needed to evaluate the polynomial? Now suppose you rewrite the polynomial in its
Horner form, 2 + (3 + (4 + 5 x) x) x. Now how many multiplications and additions are needed to
evaluate the polynomial ?

(Note: On most computers, multiplying two numbers is much slower than adding two numbers. So
rewriting an expression in aform that replaces multiplication operations with additions can help
speed up calculations considerably.)

[ >

If you are really interested, some other commands for working with polynomials are compoaly,
content, discrim, galois, gcd, gedex, spline, Primitive, cyclotomic, orthopoly. If you use the online
help to read about any of these commands, be sure to look at both the help browser at the top of the
help page and the " See also" section at the bottom of the help page to find many other closely related
commands.

[ >

L[>

=1 5.8. Rational expressions

All of the commands from the last section on polynomia expressions can aso be used with rational
expressions. In addition, there are afew commands specific to rational expressions. In this section
we first go over how the commands from the last section work on rational expressions, and then we
go into the commands that are specific to rational expressions, nuner , denom nor mal ,
convert/ parfrac,convert/contfrac,and! aur ent

A rational expression is an expression that can be written as a quotient (or ratio) of two polynomials.
Notice carefully how this definition was stated. An expression isrational if it can be written asa
quotient of two polynomials. A rational expression need not actually be written as a quotient. Here
are a couple of examples of rational expressions, both univariate and multivariate ones.

[ > (1+3*x-100*x"2)/ (sqrt(11)-x"3);

[ > (s-t)"3/(sMh2-s*t+t"2);

[ > randpoly( [x,y], terns=4 )/randpoly( [y,X], terns=4 );

The following are also rational expressions, though it may not be obvious at first.
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[ > X"N2+3*x™(-2);

[ > type( % ratpoly );

(> 1/(x-1) + 2/ (x"2-1);

[ > type( % ratpoly );

Notice that Maple uses the abbreviation r at pol vy, short for "r at iona pol ynomial" asits official
name for rational expressions. Another synonym for rational expression that is used by Mapleis
"rational function"”.

[ >

Exercise: Show that the last two expressions are really rational by writing each one as a quotient of
two polynomials.

[ >

Exercise: Explain why every polynomial is aso arational expression. (The next command gives an
example.)

[ > x"2-Xx-1;

[> type( % ratpoly );

[ >

Exer cise: Why does the following command not produce what one would expect it to produce? Find
several waysto fix it.

[ > randpol y(x)/randpol y(x);

[ >

All of the command used to manipul ate polynomials can aso be applied to rational expressions.
However, what they will do to rational expressionsis not always obvious. Let us examine how the
fact or,expand,sort,andcol | ect commands act on rational expressions.

Thef act or command will factor the numerator and denominator of arational expression and
cancel any common terms.

[ > (1+2*x+x"2)/ (1- x"6);

[ > factor( %);

[ > X/ (X+x"2);

[ > factor( %);

Notice that in each example, a common term was canceled after the factorization.

[ >

The expand command will expand the numerator of arational expression (but not the
denominator) and then distribute the division over the sum in the numerator.

[> ((x-1)*(x-2))/ ((x-3)*(x-4));

[ > expand( %);

[ > (1+x+x"2+x"3)/ x"4;

[ > expand( %);
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[ >

Thesort command will sort each of the numerator and denominator of arational expression.

[> 11 = (b*xX"2+x"4+b"2* x+b*x"5) / (3*b- 4* x"2- b"2* X +Xx"4) ;

[>sort( rl);

[>sort( rl, b);

Thesort command can also be applied to arationa expression that iswritten in its expanded form.
[ > expand( rl1 );

[>sort( % x );

Here is another example.

[ > 12 = b*X™(-2) +xX"3+2* x+b" 2/ x"2+b* x"2+3/ b"2- b (- 1) ;

[>sort( r2);

Exercise: Explain the last result in terms of sorting terms by their total degree. Isit correct?
[ >

Another example.
[>sort( r2, b);
[>sinmplify( r2);
[>sort( % b );

[ >

Exercise: Show that sort (sinplify(r2),b) andsinplify(sort(r2,b)) donot
produce the same result. (Hint: You can either use the results of the last three commands, or you can
try to execute the two command combinations, but if you do the latter, be sure to remember the
important difference between sor t and the other expression manipulating commands.)

[ >

Thecol | ect command has two ways of working with rational expressions. One way isthat the
col | ect command will collect termsin the numerator and denominator of arational expression.
[ > (b*Xx"2+x"2+b"2* x+b*x"3) / (3* b- 4*x"2- b* X+X) ;

[>collect( % b );

[ > collect( % x );

To seethat thisis not always the way that col | ect workswith rational expressions, consider this
next example.

[ > (2*Xx"2+x"2*b"2+b) / (b*X) ;

[ > collect( % x );

Noticethat col | ect did not collect the numerator and denominator separately. If it had, the result
would have been the following.

[ > ((2+b"2) *x"2+b)/ (b*X);

What col | ect didwasto view therational expression as a"general polynomia" in x and then
collect the terms of the general polynomial. To help ussee how col | ect viewed this rational
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expression, let us expand it.

[ > expand( %);

Tocol | ect, thisisageneral polynomia in x, with two terms of degree 1 and one term of degree
-1. Andsocol | ect will collect the two degree 1 terms together. (Compare the next result with
the previouscol | ect result).

(> collect( % x );

Here is another example. The following rational expression can be considered a general polynomial
inx but notinb.

[ > (x+tb*x"2+b) / ( b*x+a*x+b*a*x) ;

Soif wecollectitinb, col | ect will collect the numerator and denominator separately.

[> collect( % b );

If we collect the rational expressionin x, col | ect treatsit asageneral polynomial in x.

[ > collect( % x );

One more example. The following rational expression can be considered a general polynomial in
either x or b.

[>f = b*x"(-2)+2*x/ b+b*x"2+b*x;

[>collect( f, x );

[> collect( f, b);

If we rewrite the rational expression as a numerator over a denominator and then collect, notice that
the results are dightly different than the two previous col | ect commands. In the following two
col | ect commands, the "coefficients' after collecting remain in a numerator over denominator
form.

[>f :=sinmplify( f );

[>collect( f, x );

[> collect( f, b);

These commands show once again that the order of doing manipulations can have quite an effect on
the form of an expression. Sometimes, trying to find the right commands in the just the right order to

put an expression in adesired form can be a challenging process of trial and error.
[ >

Now let uslook at some commands that are more specific to rational expressions. The commands
nuner and denomreturn the numerator and denominator of arational expression.

[ > (x-a)"2/(2*x"2-x-1);

[ > nunmer( %);

[ > denonm( %% ) ;

[ >

Thenor mal command takes arational expression, putsit over acommon denominator and cancels
terms common to both the numerator and denominator. The nor mal command tends to leave the
numerator in expanded form.

[(>r5 = 1-2*1/ (x-3) +6*1/ (x-4);

[>normal ( r5 );
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The denominator may or may not be left in factored form. Let us add a common factor to the
numerator and denominator and then call nor mal again.

[ > expand( nuner (% *(x-5) )/expand( denom( % *(x-5) );

(> normal ( %) ;

Notice that nor mal removed the common factor, but thistime it left the denominator in expanded
form. Sometimes nor mal will leave the numerator in a partially factored form.

[>016 = (x-1)*(x+2)/ ((x+1)*x) +(x-1)/ (1+x)"2;

[> normal ( r6 );

The exact form of the result of the nor mal command depends on the form of itsinput. Equivalent
rational expressions can produce sightly different results from nor mal .

[ > expand( r6 );

(> normal ( %) ;

Thistimenor mal left the numerator in expanded form. If you want both the numerator and
denominator of the result from nor mal fully expanded, then use the option expanded.

[ > normal ( r6, expanded );

[ >

Thenor mal command has some aspectsin common with thef act or andsi npl i fy
commands. Both f act or and si npl i fy will put arational expression over acommon
denominator and cancel common factors. Thef act or command will, in addition, leave the
numerator and denominator in factored form. But for very complicated rational expressions,
nor mal will work faster thansi npl i fy orf act or.

There are situations however wherethef act or command is better at smplifying arational
expression than nor mal . Consider the following example.

[ > (XNT+5*XN6+9* XN5+5* xN4- 5* xN3- 9* xN2- 5% x-1) [ (x"2- 3*x+2) ;

(> normal ( %) ;

[ > factor( %%0);

On the other hand, there are examples like the following one, where nor mal is clearly better than
factor.

[ > (x"8-x-x"7+1)/ (x"2-1);

[> normal ( %);

[ > factor( %n);

Usually, the difference is not so great between the results from these two commands. In general,
there is no way to know ahead of time which command will do a better job of simplifying a
particular rational expression. Trying to find the best form for an expression is often a process of

trial and error, and you need to experiment with several different commands.
[ >

A command that is almost the opposite of normal isconver t/ par f r ac which converts arational
expression into its partial fraction expansion. Here is how we use this command.

[ > (xM2+1)/ (x"2-1);
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[ > convert( % parfrac, x );
Thenor mal command will convert this partial fraction expansion back to its original form.
[ > normal ( % expanded );

[ >

Exercise: Recall from our discussion of Maple namesin a previous worksheet that

convert/ parfrac isahelper functionfor convert . Give an example of adirect cal to this
hel per function.

[ >

Here are some examples that are a bit more complicated.
[ > (10+426* x"2+6* XN 4+20* x+13* x"3+x"5) [ (( 1+x) "2* (1+x"2)"2);
[ > convert( % parfrac, x );

[ > (3*x"3-3*x"2-62*x+sqrt (3) *x"2-25*sqgrt (3)-8)/(x"2-x-20);
[ > convert( % parfrac, x );

Notice the decimal point in the following rational expression.

[ > (16*x"3-128*x"2+249*x-39)/ (24*x"2-192*x+360. 0) ;

[ > convert( % parfrac, x );

[> (1-27y+x"2) [ (x* (x+y) *y"2);
[ > convert( % parfrac, x );
[ > convert( %4 parfrac, y );

[ >

Theconvert/ parfrac commandisvery closely related to thef act or command, since the first
step in computing a partial fraction expansion is to factor the denominator of the rational expression.
Earlier in this worksheet we mentioned that the f act or command sometimes needs help in
factoring a polynomial.

[ > factor( x"2-2*x-1);

We need to tell Maple that it should use«/z when it factors this polynomial.

[ > factor( x"2-2*x-1, sqrt(2) );

We must do the same thing when we ask for the partial fraction decomposition of

1/ (x"2-2*x-1).

[ > 1/ (x"2-2*x-1);

[ > convert( % parfrac, x );

[ > convert( % parfrac, x, sqrt(2) );

We can also get thisrational expression's partial fraction expansion the following way.

[ > convert( 1/(x"2-2*x-1), parfrac, x, real );

This last command has the advantage that we did not need to know the specific hint to give to
convert/parfrac (i.e,sqrt(2)),butthecommand has the disadvantage that the result is
given only approximately, using decimal numbers. Here is another way to get the partial fraction
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decomposition that does not need to be told any hints and yet produces a symbolic result.
[ > convert( 1/(x"2-2*x-1), fullparfrac, x );

(> simplify( %);

[ > convert( % radical );

[ >

Exercise: Look at the second to last result very carefully. Try to make sense out of it. Do not be put
off by the funny looking variables _a and _Z. Theresult isasum, just like the last result. Why does
the sum have two terms? Evaluate the sum by hand; it is not too difficult. (We discussed RootOf
expressionsin a previous worksheet.)

[ >

In the next example, convert/ par f r ac isableto compute part of the partial fraction
decomposition, but cannot complete it without a hint.

[ > 71 = (4*X"3-6*x"2-2)/ (x"4-2*x"3-2*x+4) ;

(> convert( r, parfrac, x );

Weneedtogiveconvert/ parfrac ahint sothat it can factor the x" 3- 2 termin the
denominator.

[ > convert( r, parfrac, x, 2"(1/3) );

If you are wondering where these hints come from, we can get them from the sol ve command
applied to the denominator of the rational expression.

[ > solve( denon(r), {x} );

If wegiveconvert/ par frac two further hints, then it can factor the remaining quadratic from
one of the above denominators and we can get the complete, complex partial fraction expansion.
[ > convert( r, parfrac, x, {I, sqrt(3), 2*(1/3)} );

Here is another way to get the complex partial fraction expansion using the

convert/full parfracandconvert/radi cal commands. Notice that this method does
not need the hints.

[ > convert( r, fullparfrac, x );

[ > convert( % radical );

Hereis till another way to get the complex partial fraction expansion.

[ > convert( r, parfrac, x, conplex );

[ >

Exercise: Look carefully at the result of the last command. How can you reasonably "simplify” this
numerical result? (Hint: Compare the numerators in the last result with the numerators in the second
to last result.)

[ >
Recall from calculus that converting arational expression into its partial fraction expansionisa

common technique for finding the antiderivative of the expression.
[>7r1 = (-b+a)/ (x"2-x*b-a*x+a*b);
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[ > convert( r, parfrac, x );
Integrate the partial fraction expansion.
[(>int( % x );

[ > conmbine( % In, synbolic );
Integrate the original rational expression.
[(>int( r, x);

[>simplify( %);

[ > conbine( % In, synbolic );
[ >

Here is another example.

[>7r = 2*sqrt(2)/(x"2-2*x-1);

[ > convert( r, parfrac, x, sqrt(2) );

Now integrate the partial fraction expansion.

[>int( % x );

[ > conmbine( % In, synbolic );

Thistime, integrate the original rational expression.

[(>int( r, X );

[>simplify( %);

[ > convert( % In);

(> simplify( %);

[ > conmbine( % In, synbolic );

This last example provides an important lesson. Even when Maple has a powerful command like

I nt that will do ajob for you, it is still sometimes better to use your own mathematical knowledge
to help Maple arrive a an answer. In this last example, finding the partial fraction expansion of the
rational expression before integrating it lead to a much more direct and simple answer than
integrating the rational expression itself.

[ >

Finally, let uslook at two interesting commands that are related to rational expressions,
convert/confrac andl aurent.

Theconvert/ confrac command can be used to put arational expression into its continued
fraction form. Like Horner form for polynomials, continued fraction form for rational expressions
is often used to make evaluating arational expression more efficient.

[ > (X"3+xM2+x+1) [ x"4;

[ > convert( % confrac, x );

[ >

_ _ X+ +x+1
Exer cise: Part (a): Suppose you need to evaluate the rational expresson———— ———at x = 6 and
X

your calculator only has an addition, a multiplication, and a division button. What is the total
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number of multiplications and divisions needed to evaluate the rational expression? Suppose you
rewrite the rational expression in its continued fraction form. What is the total number of
multiplications and divisions needed to evaluate the continued fraction?

[ >

Part (b): Suppose you rewrite the polynomial that appears in the continued fraction from part (a) in
its Horner form. What isthe total number of multiplications and divisions needed to evaluate the
resulting expression?

[ >

Part (C): Suppose you rewrite the polynomial that appears in the numerator of the rational expression
from part (@) inits Horner form. What is the total number of multiplications and divisions needed to
evaluate the resulting rational expression?

[ >

Part (d): Suppose you rewrite the rational expression from part (a) in its expanded form. What isthe
total number of multiplications and divisions needed to evaluate the expanded expression?

[ >

Here is an example of an important application of rational functions. A function like cot(x) does not
have a Taylor series at x = 0 because the function has a vertical asymptote there.
[ > taylor( cot(x), x=0);
But cot(x) does have what is called a Laurent seriesat x = 0. A Laurent series approximates a
function around an asymptote, just as a Taylor series approximates a function around a point. We
can calculate a Laurent seriesusing the | aur ent command from the numappr ox package.
[ > numapprox[laurent]( cot(x), x=0, 7 );
We can convert this Laurent series into arational function.
[ > convert( % polynom);
[>1] = normal ( %);
The next graph shows how this rational function (the red graph) approximates cot(x) (the green
graph) for x near zero.
> plot( [cot(x), I], x=-3*Pi/2..3*Pi/2, -10..10,
{> di scont=true, color=[green,red]);
[ >

Exercise: The third parameter to thel aur ent command determines the degree of the
approximating rational function. Try increasing the degree of the rational function (by afair amount)
and observe how that affects the graph of the approximation.

[ >
L[>

=15.9. Power expressions

In this section we consider the following three power identities. The Maple commands needed to
demonstrate these identitiesaresi npl i fy/ power , conbi ne/ power , and expand.
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Wy =xy*2)
(Xy)Z:X(yZ)
Xy =(xy)’
For thefirst identity, Maple will automatically simplify the left hand side into the right hand sideif y
and z are rational numbers,
[ > x™N(2/ 3)*x™(-1/2);
For the general case, we can use either the si npl i f y command or the conbi ne/ power
command.
[ > x"y* XNz:
[>simplify( %);
[ > conbi ne( %4 power );
Notice that the conbi ne command, without the power option, does not work.
[ > conbine( %8%);
For the other direction, the expand command works.
[ > x"(y+z);
[ > expand( %) ;
[ >

For the second identity, Maple will automatically simplify the left hand side into the right hand side
if yand z are integers.

[ > (x*2)"(3);

Thesi npl i fy and conbi ne commands will ssmplify the left hand side into the right hand side if
Zisaninteger.

[ > (x"y) "3,

(> simplify( %);

[ > conbine( %»n);

Instead of using specific integers, we can tell Maple to make assumptions about the variables. If we
tell Maple to assume that zis an integer, then si npl i fy and conbi ne will transform the left
hand side into the right hand side.

[ > assune( z, integer );

[> (x"y)"z;

[ > simplify( %);

[ > conbine( %»n);

(| >z ="'2z";

[ >

For anything other than integers, the second identity has problems. Here is one way to see that there
isaproblem. Consider the following chain of equalities.

(Xy)Z: Y2 = y(2y) — (XZ)y
The middle equality is obvioudly true, and the two outer equalities follow from our second power
identity. But it is easy to show that the extreme left and right hand sides of this equation need not be
equal. For example, let x be - 1, y be 2 and z be 1/2. If you work through the equation with those
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numbers, you will see that the first equality is false, but the next two equalities are correct. This
leads to the following situation. For our second power identity, Maple will automatically simplify
the left hand side into the right hand side for some choices of rational numbersy and z, but not for
other choices. Asthe following examples show, it is not at al obvious which ones will get
simplified.

[ > (xM(1/2))"2;

[> (x"2)M(1/2);

[ > (x™(2/3))" (1] 2);

[ > (x™(3/2))"(1]3);

[ > (x™(3/2))"(2]3);

[> (x™(2/3))"(3/2);

[ >

H-O:

Q-H-O:

a2 il e &

. : B 233 . S £
Exercise: InMaple, is(-1) thesameas((-1)°) orisitthesamease-1
-4
g_
textbook, what would be the (decimal) value of (- 1) ° ?In Maple, what is the (decimal) value of

9
o

N

@?Inacaculus

Q -H-O:

20
(_ 1) 3:5?
[ >

Exercise: (Hard) Find valuesfor x, y, and z so that the three expressions (xy)z, x¥? and (xz)y all
have different values.

[ >

For the general case of our second power identity, without any assumptions on the variables, the
sinplify andconbi ne/ power commandswill work if they are giventhesynbol i ¢ option
(but remember, thiswill not be a correct transformation for all values of the variables).

[> (x"y)"z;

[> sinplify( % symbolic );

[ > conbi ne( %% power, synbolic );

For the other direction of our second identity, the expand command will work but only if one of y
or zisan integer.

[> x*(y*3);

[ > expand( %);

Notice that if we tell Maple to assume that one of y or zis an integer, expand will not do the
transformation.

[ > assune( z, integer );

[ > x™(y*2);

[ > expand( %);
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Now let us turn to our third power identity. Like our second identity, the third one is not true for all

possible values of the variables. For example, 4/- 1 4/- 1 isnot equal to+/ (- 1) (- 1). So we should
not expect Maple to implement this identity without some assumptions. Unfortunately, Maple seems

to have alot of trouble with thisidentity, at least in the direction of transforming the left hand side
into the right hand side. For example, if zis an integer, then the identity is clearly true. So let us tell
Maple to assume that z is an integer.

[ > assune( z, integer );

Now both si npl i fy and conmbi ne/ power can do the transformation.

[> XAZ*yAZ;

(> simplify( %);

[ > conbi ne( %4 power );

[ >z ="z

Now replace z with an actual integer.

[> XA3*yA3;

And now, strangely enough, neither si npl i fy nor conbi ne/ power can do the transformation!
(> simplify( %);

[ > conbi ne( %4 power );

Thisidentity isalso trueif one of x or y is positive. Let ustell Maple to assume that y is positive.

[ > assune( y, positive );

But neither si npl i fy nor conbi ne/ power will do the transformation.

[> XAZ*yAZ;

(> simplify( %);

[ > conbi ne( %4 power );

But si npl i fy will work if we use an undocumented option, cormonpow. (At least thisoption is
undocumented in Maple's online documentation. | found out about it in A Guide to Maple, by E.
Kamerich, page 195. And it isnot really an option, it isahelper function, si npl i f y/ commonpow

)
[> sinplify( %84 comonpow );

If wetell only si npl i fy about the assumptions, then the integer assumption still works and the
positive assumption only works with the conmonpow option.

[> XAZ*yAZ;

[> sinmplify( % assune=integer );

[ > sinmplify( %4 assune=positive );

[> sinmplify( %84 commonpow, assune=positive );

For the general case, without any assumptions, we need the (undocumented)

si nmpl i fy/ comonpow function with the synbol i ¢ option (but remember, thiswill not be a

correct transformation for all values of the variables).
[> XAZ*yAZ;

Page 30



[> sinplify( % commonpow, synbolic );

Notice that conbi ne/ power does not work, even with the synbol i ¢ option.
[ > conbi ne( %% power, synbolic );

[ >

For the other direction of our third power identity, things are a bit better. We get automatic
simplification if zis an integer.

[> (x*y)"3;

But if wetell Maple to assume that z is an integer, then neither expand, si npl i fy nor
si nmpl i fy/ comonpowwill do the transformation.

[ > assune( z, integer );

[> (x*y)"z;

[ > expand( %) ;

[> sinmplify( %%6);

[> sinmplify( %84 commonpow );

[ >z :="'2";

If one of x or y isarational number, then expand and si npl i fy will both work.

[ > (5/2*y)"z;

[ > expand( %);

[> sinmplify( %%6);

But si npl i fy/ commonpowwill not do the transformation.

[> sinmplify( %84 commonpow );

If wetell Maple to make the assumption that one of x or y is positive, then expand and si npl i fy
will both do the transformation.

[ > assunme( y, positive );

[> (x*y)"z;

[ > expand( %) ;

[> sinmplify( %%6);

[>y ="y,

When wetell only si npl i f y about the assumptions, the integer assumption still does not work but
the positive assumption does (and neither assumption works with the conmonpow option; try it).

[ > (x*y)"z;

(> sinmplify( % assume=integer );

[> sinmplify( %4 assune=positive );

In the general case, with no assumptions at all, we need the si npl i f y command with the
synbol i ¢ option (but remember, thiswill not be a correct transformation for all values of the

variables).

[> (x*y)"z;

(> sinplify( % synbolic );
[ >

In the next section, we give more examples of working with powers in the special case where the
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exponents are rational numbers, i.e., radical expressions. And in alater section we give some
specific information about the power identities from this section in the special case of the base being
e, i.e., exponential expressions.

[ >

L[>

'=15.10. Radical expressions

Maple has afew commands that are specifically for working with expressions containing radicals,
I.e., exponents that are rational numbers. The commands arer adsi np, r adnor nal ,
rationalize,surdandroot.Inaddition, thesi npl i f y command has the helper functions
sinmplify/radical andsi nplify/sqrt,andtheconbi ne command has the helper
function conbi ne/ r adi cal .

Trying to ssimplify expressions containing radicals can be tricky. Here is an example.

[>r1 = (sqrt(2)-sqgrt(3))/(sqrt(2)+sqrt(3));

Ther adsi np command does not do anything with this expression,

[>radsinmp( r );

unless we also give it an extra option.

[ > radsinp( r, ratdenom);

Now expand this result,

[ > expand( %) ;

and combine the last result.

[ > conbine( %);

Ther adnor mal command does not do much with our original expression,

[ > radnormal ( r );

unless we provide it also with an extra option, in which case it does a bit more than r adsi np did.
[ > radnormal ( r, rationalized );

Wecan aso usether at i onal i ze command on our expression and get the same result that
radsi nmp provided.

[>rationalize( r );

Thesi npl i fy/radi cal command doesnot do much.

[> sinmplify( r, radical );

Neither doessi npl i fy/sqrt.

(> sinmplify( r, sqrt );

Theconbi ne/ radi cal command does nothing to this expression.

[ > conmbine( r, radical );

Surprisingly enough, even though the expression that we are working with does not have any
variablesinit, thef act or command works!

[ > factor( r );

These commands show that it is not at al obvious which commands will work to smplify aradical
expression. In therest of this section, we give alot of examples that try to demonstrate some of what
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can and cannot be done with radical expressions.

[ >

Here is another expression that we can try several different commands on.

(> g = (x*2-1)/(1+4sqgrt(x));

Ther at i onal i ze command provides asimplified expression (in afactored form).
[>rationalize( g );

Ther adsi np command provides asimplified result (thistime in an expanded form) without
needing the extra option that it needed above.

[> radsinp( g );

Ther adnor mal command does nothing,

[> radnormal ( g );

and it does not even help to give it the extra option.

[ > radnormal ( g, rationalized );

Thef act or command only does the obvious factorization of the numerator,

[ > factor( g );

unless we giveit a (somewhat unusual) hint, in which case it produces the same result as
rationalize.

[ > factor( g, sqrt(x) );

The following three commands do not do anything.

[> sinmplify( g, radical );

[>sinmplify( g, sqrt );

[ > conmbine( g, radical );

[ >

1
Exercise: Part (a): Derive the identity ) [ = («/;- 1) (x + 1) yourself using paper and pencil.
+4/ X
[ >

Part (b): Given that the command f act or (r, sqrt ( x)) worked on the expressionr , what do
you think the command f act or ( 1- x, sqrt ( x) ) should produce? Doesit?

[ >

Working with radicals in Maple can be different from what you are used to from algebra and
calculus classes. In particular, square roots and cube roots in Maple can act differently from what
you might expect. For example, in the last section we saw that Maple interprets the expression
(-1)~( 2/ 3) differently from what it isin calculus. As another example, since (- 2)° =- 8, itis
reasonable to expect (- 8) *( 1/ 3) toevaluateto - 2. But thisis not what Maple does.

[> (-8)"(1/3);

[>simplify( %);

To get the answer - 2 (instead of a complex number) we need to use a special command with avery
strange name, sur d.

[ > surd(-8,3);
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The expression sur d( x, n) (wheren issupposed to represent an integer) is a special way of
denoting x™( 1/ n).
[ > surd(x,n);
[ > convert( % power );
The most common use for sur d is, as above, to get real (instead of complex) answers for odd roots
of negative numbers. Here is another example of this. In calculus, the function x*( 1/ 3) is
considered the inverse of the function x” 3, so their graphs should be reflections of each other with
respect to the liney = x. But thisis not how Maple graphs them.
[> plot( [x*(1/3), x*3], x=-1..1, scaling=constrained );
In the above graph, Maple computed complex numbers for the cube roots of the negative x's and
then it could not graph these complex numbers, so there is no graph of x*( 1/ 3) for negative x. If
we instead plot the function sur d( x, 3) aong with x”* 3, then we get the graph that we were
expecting.
[ > plot( [surd(x,3), x"3], x=-1..1, scaling=constrained );
Hereisaway to use atrick, instead of the sur d function, to get the above graph.

> x/abs(x)"(2/3);
{> plot( [% x73], x=-1..1, scaling=constrained );
[ >

Now let us turn to an example with square roots. In calculus, the expression 4/ X° simplifiesto| x|,

and if we know that x is a positive number, then«/gsimplifiesto X. But that is not how Maple
handles this expression. Let us try various commands to simplify sqrt ( x"*2) .

[> simplify( sqrt(x"2) );

Thisresult is correct for all complex numbers, which iswhat Maple, by default, assumes that a
variable represents. But it is not what we were expecting. Let ustry r adsi np.

[ > radsinp( sqrt(x"2) );

So it seemsthat r adsi np did not assume, asdid si npl i fy, that x isacomplex number. We can
get this same result from si npl i f y by using the option synbol i c.

[> sinmplify( sqrt(x”2), synbolic );

But what about the case where x is assumed real and the simplification should produce the absolute
value of x? We cantell si npl i fy toassumethat x isreal, instead of complex, thisway.

[ > sinmplify( sqrt(x”"2), assune=real );

Thisresult is equivalent to| x|, even though it does not look much like it. We can use

convert/ abs to convert it to an absolute value form.

[ > convert( % abs );

While correct, thisis still not what we really wanted. In fact, | do not know away to get Maple to

simplify«/; to| x| when x is assumed to be areal number.

These last few examples show that even with radicals as simple as square roots and cube roots,
working with them need not be al that ssimple and it helps to be aware of the specifics of how Maple
deals with these and other radicals.
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[ >

Many of the Maple commands that work with polynomials actually work with "general
polynomials’ where the terms can have variables raised to any rational exponent. Here is an example
of agenera polynomial.

[>f = b*x"(-1/2)+2*sqgrt (x)/ b+b*x"2+b*sqgrt (x) -1/ (2*sqrt(x));
We can sort this general polynomial.

[>sort( f, x);

Wecanusecol | ect to collect terms of the general polynomial.

[> collect( f, x );

And coef f can find the coefficient of aradical term.

[ > coeff( f, x™(-1/2) );

[ >

Finally, let uslook at some conventions and notations that Maple has for working with radicals.

Maple will automatically rationalize some numbers.
[>sqrt(1/2); 1/sqrt(3);

But not other numbers.

[> 1/ (1+sqrt(2));

[>rationalize( %);

Even though Maple will automatically rationalize a numeric expression like 1/ sqrt ( 2) , it will
not do so with avariable expression.

[ > 1/sqgrt(x);

In fact, Maple cannot rationalize the previous expression.
[>rationalize( %);

The reason is because of the following automatic simplification.
[ > sqrt(x)/x;

1 2
In other words, Maple will automatically rationalize numeric expressions IikeT into 7 but it
2

X 1
will automatically simplify symbolic expressions IikeT into T
X

Maple will automatically convert the square root of a negative number into itsimaginary number
form.

[ > sqrt(-5);

[ > sqgrt(-3/2);

[ >

Exercise: Why do you think that Maple does not automatically convert an expression like

sqgrt(-x) intol«/;’?
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[ >

Ther oot command can be used to express fractional exponents. The expressionr oot ( x, n) can
be used in place of x”*( 1/ n) , aslong asn represents an integer.

[ > root(x, 3); x™(1/3);

[ > root (34, 5); 37(4/5);

Notice that the following kind of expression is not allowed by r oot .

[ > root (3, 4/5);

Interestingly, this error message iswrong in two ways. First, it is the second argument that the error
message is about, not the first argument. And second, the second argument does not have to be a
positive integer; it can be a negative integer also.

[ > root(x, -5);

There is another notation for ther oot command.

[ > root[5](10);

Ther oot command is not completely equivalent to using radical exponents. Here is one example.
[ > root[5] (x"4) = x™(4/5);

Ther oot command does some different simplifications than when just using exponents.
[>root[5](9) = 9"(1/5);

[ > root[3](4/5) = (4/5)"(1/3);

Hereisareal interesting example. Is the following result correct? (It is.)

[>root[3](24) = 247(1/3);

Ther oot command also allows the use of the keyword synbol i c.

[ > root[2] (x"2);

[ > root[2] (x"2, synbolic);

[ >

L[>

=15.11. Exponential expressions

The two most basic identities for the exponential function are
g =Y

y
(&) =",
The Maple commands associated with these two identitiesaresi npl i fy/ power,
combi ne/ exp, and expand.

The first identity istrue for all complex values of the variables. So we should expect Maple to do the
associated transformations without any need for assumptions on the variables. We can transform

e & with either thesi npl i f y or the conbi ne commands.
[ > exp(x)*exp(y);

[> simplify(9);

[ > conbi ne( %4 ;
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And we can transform € *¥) using the expand command.

[ > exp(x+y);
[ > expand( 99 ;

Now let us turn to the second identity. Thisidentity is not true for all values of the variables. For
example, let xbe-p | andlety be 1/2.

[>identity := exp(x)"y = exp(x*y);

[ > subs( x=-Pi*l, y=1/2, identity );

[>simplify( %);

In fact, we can even find values for x and y so that each of the expressions (ex)y, e’ and (ey)x has
adifferent value,

[> terms 1= [ exp(x)"y, exp(x*y), exp(y)”"x [;

[ > subs( x=-Pi*l, y=2*Pi*l, terns );

[> simplify( %);

The following command will simplify things some more.

(> evalc( %);

Notice that the first number is very small, the second is quite large, and the third is exactly 1. The
following command will make this clear.

[>evalf( %);

So we should not expect Maple to do the transformations associated with this identity without some
assumptions about the variables. In particular, the identity istrueif y is an integer, or if both x and y
are real numbers. The following commands show that with an appropriate assumption, both

combi ne and si npl i fy can be used to make the transformation in one direction, and expand

can be used in the other direction. First, transform (ex)y wherey isan integer

[ > exp(x)"5;

[ > conbine( %);

[> sinmplify( %%6);

Now usesi npl i fy to do the same transformation with the assumption that both x and y are real
numbers.

[ > exp(x)"y;

[ > simplify( % assune=real );

Now transform e*¥) where one of either x or y is an integer

[ > exp(5*x);

[ > expand( %) ;

We can aso tell Maple to assume that one of the variables, say y, is an integer, but unfortunately,
expand will not make the transformation.

[ > assune( y, integer );

[ > exp(x*y);

[ > expand( %);

[ > about( vy );

[>y ="y,
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[ >

Wecanusesi npl i fy totransform (ex)yinthe case where we make no assumptions about the
variables.

[ > exp(x)"y;

[ > sinplify( % synbolic );

Unfortunately, the conbi ne command does not work for this transformation,

[ > conbi ne( %4 power, synbolic );

unless we use an unexpected trick.

[ > conbi ne( (exp(l)”x)”™y, power, synbolic );

Thistrick used the fact that conbi ne/ power knows the identity (zx)y: Z*Y) (see the section on
power expressions).

[> (z2"X)"y;

[ > conbine( % power, synbolic );

[ >

For identities that involve exponentials together with logarithms, see the section below on
logarithmic expressions.

[ >
L[>

=15.12. Trigonometric expressions

Maple knows alot of trigonometric identities. In this section we show which Maple commands are
needed for the most important and common trig identities. The commands that we use the most are
sinmplify/trig,conbine/trig,expand,andconvert.

Before going into the details of trigonometric manipulations, a bit of awarning. Using Maple
commands to manipulate trig expressions can be very non intuitive. For example, the expand
command does nothing to the following trig expression.

[ > expand( sin(x)"3);

However, thesi npl i fy command does "expand" the expression (and it hardly seems to make it
simpler).

(> sinmplify( sin(x)"3);

And the conmbi ne command will also "expand"” this expression, but it is hard to figure out what is
being "combined".

[ > conbine( sin(x)"3 );

As we have mentioned before, learning to use Maple's abilities at algebraic manipulation involves a
lot of practice and quite a bit of trial and error. When faced with a particular trigonometric
expression that you wish to simplify, do not be surprised if you need to experiment with avariety of
commands in avariety of orders before you get what you want (or something close to it).
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[ >

Maple can do alot of automatic simplifications of simple trigonometric expressions. Here are some
examples.

[>sin(Pi/3); cos(Pi/8); tan(Pi/5);

[>sin(l); cos(l); tan(l);

[ > sin(-x); cos(-X);

[ > sin(x+2*Pi);

[ > cos(x-Pi/2);

[ > cos(x+Pi/2);

[ > arcsin(cos(x));
[ > arccos(sin(x));
[ > sin( arcsin(x)
[ > cos( arcsin(x)
[ > sin( arctan(x)
[ > sec( arccsc(x)
[ > radsinp( %);

[ >

N N N N

Theconbi ne/ t ri g command does the following trigonometric transformations.
cos(x-y) cos(x+y)

sin(x) sin(y) ==>

2 2
cos(x) cos(y) = => COS();' Y) + COS();’LY)
sin(x) cos(y) ==> Sin();' y) + Sin();+ y)

For example.
[ > conbine( sin(x)*sin(y) );
Notice the following two special cases of the above transformations.

Sin(X)2 — :>1_LS(ZX)
2

, __1l+cog(2x)

cos(x)" ==> —2

[ > conbine( sin(x)"2 );

Theconbi ne/ t ri g command will use the transformations above to convert sums and products of
powers of sin(x) and cos(x) into sums of terms of the form sin(n x) and cos(m x) for integers n and
m.

[ > sin(x)"2*cos(x)"3 + cos(x)"2;

[ > conmbine( %);

[ > cos(x)"4;

[ > conmbine( %);

Let uslook carefully at how conbi ne/ t ri g did the transformations that produced the last resullt.
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First, cos(x)* can be considered cos(x)? cos(x)?. Hereishow combi ne/ t ri g transforms cos(x)?
[ > conbi ne( cos(x)"2 );

Now take that result and multiply it with itself.

[> %" %

Have expand multiply this out without expanding thecos( 2* x) term.

[ > expand( % cos(2*x) );

Now we have another power of cos that needs to transformed by conbi ne. The following

command will transform the cos(2 x)2 term.

[ > conbine( %);

One important thing to notice about these steps is that while conbi ne wasin the process of
transforming cos(x)4, combi ne reached a step where it needed to call itself with another term to

transform, the cos( 2 x)2 term. Thisidea, of atransforming procedure needing to call itself, will
come up repeatedly in later worksheets and it has a name, recursion.

[ >

Exercise: Show the details of the stepsthat conbi ne goes through as it transforms the expression
sin(x)°.

[ > sin(x)"3;

[ > conbine( %);

[ >

Exercise: One of the most often used trig identitiesis of course cos(x)? + sin(x)? = 1. The

conmbi ne command can do this transformation, even though it does not really "know" thisidentity.
Show the details of how the conbi ne command uses its trigonometric transformations to transform
cos(x)? + sin(x)? into 1.

[ > cos(x)"2+si n(x)"2;

[ > conbine( %);

[ >

Exercise: Explain how conbi ne does the following two transformations.
> cos(3*x) "4,

{> conmbi ne( %) ;
> sin(exp(x))”*3*cos(cos(x));

{> conmbi ne( %) ;

[ >

The expand command takes expressions of the form cos(mx +ny) or sin(mx + ny), withmand
n integers, and "expands' them into "multivariate polynomials' in cos( x), sin(x), cos(y), and sin(y)
with integer coefficients. Hereis an example.

[ > cos(2*x-3*Y);

[ > expand( %);
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In addition, expand takes expressions of the form tan(m x + ny), with mand n integers, and

converts them into "multivariate rational functions' in tan(x) and tan(y) with integer coefficients.
Hereis an example.

[ > tan(2*x-3*y);

[ > expand( %);

[> normal ( %);

The expand command can transform sums of the above kinds of expressions.
[ > cos(-3*x) + sin(2*x) - tan(2*x);

[ > expand( %) ;

And expand can aso transform products of the above kinds of expressions.

[ > cos(-3*x)*sin(2*x)"2;

[ > expand( %);

[ >

The expand command does these kinds of transformations by repeatedly using the following
transformations.
cos(2 X) = => 2 cos(x)* - 1
sin(2 x) ==> 2 sin(x) cos(x)
2 tan(x)
1- tan(x)?
cos(X +y) ==>cos(x) cos(y) - sin(x) sin(y)
cos(x - y) = =>cos(x) cos(y) +sin(x) sin(y)
sin(x +y) ==>sin(x) cos(y) + cos(x) sin(y)
sin(x- y) ==>sin(x) cos(y) - cos(x) sin(y)
tan(x) + tan(y)
1- tan(x) tan(y)
tan(x) - tan(y)
1 +tan(x) tan(y)

tan(2 x) ==>

tan(x +y) ==>

tan(x- y)==>

For example, let us see what steps are needed for expand to transform cos( 3 x).

[ > expand( cos(3*x) );

To arrive at this result, first consider cos(3 x) as cos(2 x + x) and apply the fourth transformation
above to this expression. We will do this with Maple, but we need to use atrick, in order to avoid an
automatic simplification.

[ > expand( cos(2*x+u) );

[ > subs( u=x, %);

Now replace the expression sin(x)* with 1 - cos(x)?.

[ > subs( sin(x)"2=1-cos(x)"2, %);

Now multiply this out, and we get our final result.

[ > expand( %);

Using a procedure similar to this, we can see how expand can transform any expression of the
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form cos(m x) for any integer m (and sin(m x) also).

Exercise: Explain the stepsthat expand usesto transform sin(x + 2y).
> sin(x+2*y);

{> expand( %) ;

[ >

Notice that the conbi ne command produces expressions exactly of the form that expand can
transform. And the expand command produces expression exactly of the form that conbi ne can
transform. It might seem that each of these commands will undo the other's transformation. For
many trig expressions that is the case, but not for all trig expressions. Here is an example where
expand does not undo what conbi ne did.
[ > cos(x)”"2*sin(x)"2;
> conbine( %);
| > expand( %);
Here are two examples where conbi ne does not undo what expand did.
[ > cos(4*x) *sin(3*x) +sin(x);
expand( %) ;
conmbi ne( %) ;
cos(4*x)*sin(2*x)-sin(2*x);
expand( %) ;
conbi ne( %) ;

V V.V V V V

I

According to the online documentation, thesi npl i fy/ tri g function does only one, simple,
transformation.

sin(x)? ==> 1- cos(x)?

But the following example shows that what si npl i fy/ tri g doesismore complicated than just
this one transformation. Consider this simplification.

> c0s(2*x) +sin(x)"2;
{> simplify( %);
The online documentation implies that the result should have been cos(2 x) + 1 - cos(x)? It seems
that si npl i f y must have done something with the cos(2 x) term. Let ustry si npl i f y onthis
term by itself.
[> sinmplify( cos(2*x) );
The command did not do anything. Let ustry expand on the cos(2 x) term.
[ > expand( cos(2*x) );
If we add this result to 1 - cos(x)? (i.e., the result of si npl i f y applied to sin(x)?), then we get the
desired result, cos(x)% So si npl i fy can expand cos(2 x), but it will only do so within acertain
context. We can conclude that the online documentation is not really describing all of what
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si nmpl i fy will do to trigonometric expressions. And | do not know what exactly si npl i fy will
and will not do with trig expressions.

[ >

Exercise: Explain how each of the following three commands does its transformation.
[ > conbine( sin(3*x)"2 );

[ > expand( sin(3*x)"2 );

[> sinmplify( sin(3*x)"2 );

[ >

Exercise: We saw earlier that conbi ne knows the identity cos(x)? + sin(x)*= 1. Thesi npl i fy
command knows it also. Describe exactly how si npl i f y does the following transformation.

[ > sin(x)"2+cos(x)”"2;

[>simplify( %);

Notice that this gives us an example of atransformation that can be done by two different
commands but each command does the transformation in a completely different way.

[ >

There are several variations on the basic identity cos(x)? + sin(x)? = 1, such as
1 + tan(x)? = sec(x)?
sec(x)’ - tan(x)* =1
cse(x)? - cot(x)? = 1.
Interestingly, the conmbi ne command cannot do any of these last three transformations, but
si npl i fy candothelast two (and | have no idea how).
[ > sec(x)”"2-tan(x)"2;
simplify( %);
csc(x)"2-cot (x)"2;
| > simplify( %);
Noticethat si npl i f y cannot transform 1 + tan(x)? into sec(x)>.
[ > 1+tan(x)”"2;
| > simplify( %);
But with alittle help fromthe convert/ si ncos command, si npl i fy can amost complete the
transformation.
[ > convert( % sincos );
(> simplify( %);
| do not know of away to transform this last result into sec(x)>.

[ >

vV V V

Besides the two transformations mentioned just above, there are some other trigonometric
transformationsthat si npl i fy will do that are not mentioned in the online documentation. For
example, si npl i fy will simplify the composition of atrig function with itsinverse (given the
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appropriate assumption on the variable).

[ > arcsin( sin(x) );

[ > sinplify( % assune=Real Range(-Pi/2,Pi/2) );

The next example shows an automatic simplification followed by the si npl i f y command.
[ > arcsin( cos(x) );

[> sinmplify( % assune=Real Range(0,Pi) );

[ >

The next example showsthat si npl i f y can cancel sin's and cos's from within trig functions like
tan and csc.

[ > tan(x)*cos(x) + sin(x)*csc(Xx);

(> simplify( %);

[ >
Exer cise: Find a sequence of Maple commands that will derive the transformation
sin(x +
oot(x) + cot(y) ==> I
sin(x) sin(y)

[ > cot(x)+cot(y);
[ >

Maple can do a number of conversions between different kinds of trigonometric forms for

expressions. The following help pag&s do agood job of describing these conversions.

[ > hel p( convert/trig); # from exponentials to trig

[ > hel p( convert/sincos ); fromtrig to sin,cos,sinh, cosh

[ > hel p( convert/tan); fromtrig to tan

[ > hel p( convert/expsincos ); fromtrig to exp, sin,cos

[ > hel p( convert/exp); fromtrig to exponentials

[ > hel p( convert/In’); fromarctrig to |l ogarithns

{ > hel p( convert/expln'); fromel enentary functions to
exp, I n

HHHHHHE

[ >

Here are some examples of theconver t command.
[ > sin(x)/cos(x);

[ > convert( % tan );

[ > 1/ cos(X);

[ > convert( % tan );

[ > sec(x)"2-tan(x)"2;

[ > convert( % sincos );

[ > convert( exp(x), trig );

[ > convert( exp(l*x), trig );

[ > convert( cos(x), exp );
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[ > conbine( %);
[ >

[ >

=15.13. Logarithmic expressions

The two most basic identities for the logarithm function are
In(xy) =In(x) +In(y)
In(xX’) =y In(x).
The Maple commands associated with these two identitiesaresi npl i fy/ | n,conbi ne/ | n, and
expand.

Here are the Maple commands associated with the first identity (without any assumptions about the
variables).

[> simplify( In(x*y), synbolic );

[ > conbine( In(x)+In(y), In, synbolic );

Here are the Maple commands associated with the second identity (again, without any assumptions
about the variables).

(> sinmplify( In(x*y), synbolic );

[ > conmbine( y*In(x), In, anything, synmbolic );

Notice that the | n option hasto be therein the conbi ne command; it will not do these

transformations without that option.
[ >

&0
Maple can also do the transformation Ing;!ﬁ: In(x) - In(y).
(> sinmplify( In(x/y), synbolic );

[ > conmbine( In(x)-In(y), In, synbolic );

[ >

A funny quirk of thesi npl i f y command isthat si npl i fy/ power doesmuch of what

si mpl i fy/ | ndoes. Thisisonly important to know in the case where you want to simplify a
subexpression of alarger expression without simplifying some other parts of the expression.
Consider the following commands.

[>f :=sin(theta)®2 + cos(theta)”2 + (x"a)"b + | n(x/y);

(> sinmplify( f, symbolic );

Thesi npl i fy command simplified both the trig, power, and log parts of the expression. If we
only want to simplify the logarithmic part, then we need the | n option.

[> simplify( f, In, synbolic );

But if we want to smplify only the power part of the expression, and we use the power keyword,
then we (somewhat unexpectedly) get both the power and log parts ssimplified.

(> sinmplify( f, power, synbolic );
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[ >

If we wish to combine some logarithmic terms at the same time that we combine some other kinds
of terms, then we need to explicitly list the types of terms that we want conbi ne to work on, asin
the next two examples.

> 2*cos(a)*sin(a)+l n(x)+l n(y);
{> conbine( % {In, trig}, synbolic );

> exp(x)*exp(y)+y*I n(x);
{> conmbine( % {ln, exp}, anything, synmbolic );
Try deleting thet r i g, exp, or | n options from the last two conbi ne commands to see what
happens.
[ >

The two logarithmic identities above are not true for all values of the variables. For example, in the
first identity, let both x andy be - 1.

[> In(x*y) = In(x)+In(y);

[ > subs( x=-1, y=-1, %);

(> simplify( %);

In the second identity, let x be- 1 and let y be 2.

[> In(x"y) = y*In(x);

[ > subs( x=-1, y=2, %);

(> simplify( %);

Exercise: Find other values of x and y that make the two logarithmic identities fal se.

[ >

Since the identities are not alwaystrue, thesi npl i f y and conbi ne commands need the keyword
synbol i ¢ when we do not make any assumptions about the variables. An example of an

assumption that will make the identities true is that both x and y are positive real numbers. We can
make this assumption using si npl i fy.

[ > In(x*y);
[> sinmplify( % assunme=positive );
[ > I n(x"y);

[> sinmplify( % assunme=positive );
Thesi npl i fy command does not do the transformations in the other direction, and the conbi ne
command does not have a built in assume facility, so for the transformations in the other direction
we need to use the assune command to make the assumptions about x and y.
> assume(x, positive);
{ > assune(y, positive);
Now we can try the transformations.
[> In(x)+lIn(y);
[ > conmbine( %);
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[> y*In(Xx);

[ > conmbine( % In, anything );

With these assumptionsin place, we can al'so now use expand for the transformations in the other
direction (i.e., from left hand side to right hand side in the identities).

[ > expand( I n(x*y) );

[ > expand( | n(x"y) );

Its possible to weaken our assumptions. Let us remove the assumption fromy.
>y ="y,

Now try expand. and conbi ne on thefirst identity.

[ > expand( I n(x*y) );

[ > conbine( I n(x)+ln(y) );

Try expand and conbi ne on the second identity with these assumptions.
[ > expand( | n(x"y) );

[ > conbine( y*In(x), In, anything );

That did not work. Put back an assumption ony. Let us assume that y isreal.
[ > assune(y, real);

Now try expand and conmbi ne again on the second identity.

[ > expand( I n(x"y) );

[ > conbine( y*In(x), In, anything );

[ > about (x,y);

[> Xy = "X,y

[ >

Now we turn to some identities involving both the exponential and logarithm functions.

To give you a sense of how working with Maple can be a bit confusing for a calculus student,
consider the following two formulas from first year calculus,
In(e) = x for all real numbers x, and

"™ = x for all positive real numbers x.
Since the first equation istrue for al real numbers but the second equation has arestriction to
positive real numbers, one might expect Maple to make it easier to smplify | n( exp(x) ) thanto
simplify exp( | n( x) ) . But just the opposite is true. Maple will not, by default, simplify
I n(exp(x)).
[ > I'n(exp(x));
[>simplify( %);
But Maple will, by default, automatically ssimplify exp( | n(x)) .
[ > exp(ln(x));
The reason isthat Maple assumes that all variables represent complex numbers. And for (nonzero)
complex numbers, €"*) = x is always true. But In(€*) = x need not be true. Here is an example.
[ > In(exp(2*Pi*1));
We can get Maple to make the transformation In(€*) = x by telling the si npl i f y command to
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work symbolically, meaning that si npl i f y does not worry about the validity of the transformation
it makes.

(> sinmplify( In(exp(x)), symbolic );

Or we can tell thesi npl i f y command to assume that x isarea number.

[ > sinmplify( In(exp(x)), assune=real );

We can also tell Maple (not just si npl i f y) to assumethat x isreal, and then Maple will
automatically simplify the expression | n( exp(x)).

[ > assune(x, real);

[ > I'n(exp(x));

[>x 1= "X";

[ >

An important variation on the last identity above is €¥'"®) = ¥, In the case where y is a number,
Maple will automatically simplify ")),

[ > exp(2/3*In(x));

In the case wherey is avariable, Maple will not do the simplification automatically.

[ > exp(y*In(x));

But both thesi npl i f y and the expand commands will make the transformation.

(> simplify( %);

[ > expand( %%);

The conmbi ne command will aso work, but it is very awkward, since it needs three options.

[ > conbine( %884 |n, anything, synbolic );

[ >

The following worksin Maple V Release 4 to convert X’ to ")), but it does not work in Release
5 (and | cannot find anything that does).

[ > convert( x“y, exp );

[ >

. . . . S X y
Exercise: Noticethat si npl i fy will simplify €¥"™¢ ) to (&) .
[ > exp(y*In(exp(x)));

[>simplify( %);

For another example, let x bel and let y bel p.

[> exp(I*Pi*In(exp(l)));

(> simplify( %);

ince' )
Now reverse theroles of x and y. Why does e
[ > exp(l*In(exp(l1*Pi)));

[ > exp(l*Pi)"Il;

|
not simplify to (' P) ?

Are the last two expressions even equal? And is (e")y equal to (ey)x in this case?
[ >
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Another important logarithmic identity is the definition of logarithm functions to other bases,
In(x)
In(b)

log,(x) =
Along with this definition are the two identities

log,(b*) = x

log, (x)
b
b =X

The Maple notation for the logarithm function to base b, log,, is| og[ b] . Notice that Maple will

In(x
automatically simplify the expression log,(x) into Inéb; .
[> log[b] (x);

log, ()
Thesi npl i fy command will smplify b to x.

[ > b* og[b] (x);

[>simplify( %);

Thesi npl i fy command will simplify log,(b®) to x if we use the keyword synbol i c.

[ > log[b] (b"x);

[> sinplify( % symbolic );

Thereason that si npl i fy needed the keyword synbol i ¢ should be clear from our discussion of
theidentities In(x’) =y In(x) and In(€*) = x.

[ >

Exercise: Part (a): Show that log,(b*) = x need not be true.

[ >

Part (b): Simplify the expression | og[ b] ( b”x) without using the keyword synbol i c. Instead,
use appropriate assumptions.

[ >

L[>
'=15.14. Onlineinformation on manipulating expressions

Here are the help pages that give Maple's definition of a polynomial expression.

[ > ?pol ynom

[ > ?type, pol ynom

Here are help pages for some important commands for working with polynomials
[ > ?sort

[ > ?col | ect

[ > ?coeffs

[ > ?coeff

[ > ?degree
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> ?student, conpl et esquar e
> ?quo

> ?rem

> ?randpol y

> ?tayl or

> ?convert, hor ner

Here are the help pages that gives Maple's definition of arational expression.
[ > ?ratpoly

[ > ?type, ratpoly

Here are help pages for some important commands for working with rational expressions.
[ > ?nuner

[ > ?denom

[ > ?nor mal

[ > ?convert, parfrac

[ > ?convert, fullparfrac

[ > convert, confrac

[ > ?numappr ox, | aur ent

The next two help pages give kind of adefinition of what a"radical expression” is.

[ > ?type, radfun

[ > ?type, radal gf un

Here are help pages for some important commands for working with radical expressions.
[ > ?root

[ > ?radsinmp

[ > ?radnor nmal

[ > ?rationalize

[ > ?surd

Hereisthe help page for thef act or command.

[ > ?factor

Here are the help pagefor thespl it andconvert/radi cal commands.
[> ?split

[ > ?convert, radical

Here are the help pages for theeval a and AFact or commands.

[ > ?eval a

[ > ?AFact or

Here are the help pages for the conbi ne command and its most useful helper functions.
[ > ?conbi ne

[ > ?conbi ne, power

[ > ?conbi ne, radi cal

[ > ?conbi ne, exp
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[ > ?conbine, I n
[ > ?conbine,trig
[ > ?conbi ne, arct an

Here isthe help page for the expand command.
[ > ?expand

Here are the help pagesfor thesi npl i f y command and its most useful helper functions.
[> ?sinplify

[ > ?sinplify, power

[ > ?sinplify,radical

[ > ?sinmplify,sqrt

[> ?sinplify,trig

[> ?sinplify,In

Here isthe help page for the conver t command. This help pageisreally ahyperlinked list of all of
the helper functionsfor convert .

[ > ?convert

But at |east one helper function is missing from the list on the last help page. (Well, it'sreally there,

but it's listed under a different name.)
[ > ?convert, abs

[ >
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