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Abstract—It is well known that mobility increases the
capacity of mobile ad hoc networks (MANETs) by reducing
the number of relays for routing, prolonging the lifespan
of wireless sensor networks (WSNs) by using mobile nodes
in place of bottleneck static sensors, and ensuring network
connectivity in delay-tolerant networks (DTNs) using mobile
nodes to connect different parts of a disconnected network.
Trajectory planning and the coordination of mobile nodes
are two important design issues aiming to optimize or bal-
ance several measures, including delay, average number of
relays, and moving distance. In this paper, we propose a new
controlled mobility model with an expected polylogarithmic
number of relays to achieve a good balance among several
contradictory goals, including delay, the number of relays,
and moving distance. The model is based on the small-world
model where each static node has “short” link connections
to its nearest neighbors and “long” link connections to other
nodes following a certain probability distribution. Short
links are regular wireless connections whereas long links
are implemented using mobile nodes. Various issues are
considered, including trade-offs between delay and average
number of relays, selection of the number of mobile nodes,
and selection of the number of long links. The effectiveness
of the proposed model is evaluated analytically as well as
through simulation.

Keywords: Delay tolerant network (DTN), mobile ad
hoc network (MANET), routing, simulation, small-world
model, wireless sensor network (WSN).

I. INTRODUCTION

The traditional connection-based model (such as
TCP/IP) used in MANETs and WSNs is built on the
premise that the underlying network is connected and
views node mobility as undesirable. However, mobility
is treated as a side issue through a simple recovery
scheme. For example, a route disruption caused by node
movement is restored by either route rediscovery or a
local fix in a typical reactive approach, assuming either
that node movement is infrequent or that a node moves
relatively slowly with respect to its transmission range.
More recently, mobility has been identified as a serious
threat to the traditional model [17]. The threat is mainly
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caused by the asynchronous sampling of Hello messages
and various protocol delays that result in an inconsistent
global state.

The more recent movement-assisted model tries to
exploit node mobility for the routing process. The
movement-assisted model typically follows a store-carry-
forward paradigm, where a mobile node first stores the
routing message, carries it while moving randomly or
on a controlled path, and then forwards it to either an
intermediate node or the destination. This model is moti-
vated by the following potential application areas: (1) In
MANETs, the network capacity increases with resource-
rich (in terms of processing, memory, and energy) mobile
nodes to reduce the average number of relays in a
routing process [6]. (2) In WSNs, the network lifetime
is prolonged with mobile nodes in place of (bottleneck)
static sensor nodes [14], [8] to support relay and/or simple
processing. (3) In DTNs, the network connectivity can be
ensured using mobile nodes to connect various parts of a
disconnected network [20].

Movement-assisted models can be classified based on
random (uncontrolled) movement (epidemic routing [13])
and controlled movement ([20]). In controlled movement,
various design issues exist, including the number of mo-
bile nodes, trajectory planning, and node communication
and synchronization. Although extensive work has been
conducted on both models, relatively little work has been
done on controlling the amount of relays in a routing
process. In the traditional model, the average number of
relays grows with the spatial diameter of the network
(diameter-hop-count), that is, O(

√
n), where n is the

number of nodes, assuming some sort of topology control
has been applied to reduce the network density for energy
saving and collision reduction. At the other end of the
spectrum, most controlled, movement-assisted schemes
use a constant number of relays. However, these schemes
incur high latency issues in packet forwarding.

Inspired by the small-world model of Watts and Stro-
gatz [15], we consider a random, movement-assisted
scheme to achieve a moderate constraint, which is an
expected number of relays equal to (log m)2 in an m×m



square area. The corresponding method is simply called
polylogarithmic store-carry-forward. The main objec-
tive of using such a moderate constraint is to obtain
better performance in other metrics, including latency,
while maintaining moderate end-to-end throughput of
each node, which is O( 1

log m ), based on the analysis of
the connection-based model by Gupta and Kumar [7].
Specifically, in a small-world model, each static node
has “short” link connections to its nearest neighbors
and “long” link connections to other nodes following
a certain probability distribution. Each short link is a
regular wireless connection whereas each long link is
implemented using a mobile node with a moving trajec-
tory that follows the long link. When long links follow
a certain distribution, nodes can construct short paths
effectively using local information. Here, a path consists
of both short and long links. The trajectory of mobile
nodes, however, is not limited to long links. It can be
extended to include short links and to share multiple long
links.

Although the small-world model has been used in
other fields, such as searching in the unstructured peer-
to-peer networks, no systematic study has been done on
its applications in MANETs, WSNs, or DTNs [5] using
mobile nodes to emulate long links. In this paper, we
will address some unique challenges in implementing the
small-world model in emerging networks with mobile
nodes, discuss some design issues related to parameter
selections, and weigh several interesting trade-offs among
delay, average number of relays, and moving distance.
More specifically,

1) we propose a polylogarithmic store-carry-forward
model based on the small-world model,

2) we present an in-depth analysis on the use of mobile
nodes to emulate long links (remote contacts) in the
small-world model,

3) we devise both static and dynamic trajectory plan-
ning of mobile nodes for improving routing perfor-
mance and reliability,

4) we discuss various design issues, and
5) we conduct extensive simulation on a custom sim-

ulator to validate the effectiveness of the proposed
model.

The following assumptions are used in this paper. (1)
Wireless nodes are either static or controlled mobile
nodes. Mobile nodes are resource rich, such as a vehicle
in a vehicle ad hoc network (VANET), compared with
static nodes, and have no memory capacity limit. (2)
Two static/dymanic nodes are neighbors if they are within
the transmission range, which is set to one unit in this
paper. (3) Each node (including the source) knows its
location and the location of the destination. This can be
achieved through GPS or non-GPS localization methods.
In particular, when destination refers to a particular node

(rather than a geographical location), some form of loca-
tion management will be used, such as home region [16].
(4) Mobile nodes move with constant velocity. This model
can also be easily extended to incorporate mobile nodes
with variable velocities. (5) Data exchange between two
nodes, static or dynamic within each other’s transmission
range, can be done instantly.

II. RELATED WORK

A. Mobility in MANETs, WSNs, DTNs, and VENETs

Grossglauser and Tse show that mobility increases the
capacity of MANETs based on Gupta and Kumar’s model
on network capability [7]. A series of efforts have been
made based on the store-carry-forward paradigm, where
a mobile node first stores the routing message, carries it
for a while moving either randomly or in a controlled
manner, and then forwards it to an intermediate node
or the destination. Epidemic routing [13] uses a random
mobility model together with packet replication to speed
up the delivery process.

In WSNs, most models assume that sensor nodes are
static. More recent work considers a type of resource
rich mobile sensor for sensor coverage and lifetime
extensions. The idea of using mobile sensors for sensor
coverage enables the re-deployment of some mobile sen-
sors to undercovered areas [8], [14]. The idea of lifetime
extension enables the use of resource rich mobile sensors
to emulate the function of bottleneck or energy-depleting
nodes, which can be a relay node or a sink node. When
a mobile node is used to emulate a sink node, the sink
can stay in multiple positions.

Routing in DTNs can be classified as random move-
ment or controlled movement. The work in [11] also
includes algorithms for data delivery in disconnected
networks using node mobility. In message ferrying (MF)
[20], some ferries, which are nodes that have completely
predictable routes through the geographic areas, are em-
ployed for data delivery. Nodes route packets end-to-end
using the ferries. Ferries move around according to the
known routes.

The VANET [5], [19] is a form of mobile ad hoc net-
work, to provide communications among nearby vehicles
and between vehicles and nearby fixed equipment. Rather
than moving at random, vehicles tend to move in an orga-
nized fashion. Most vehicles are power-rich and restricted
in their range of motion, for example by being constrained
to follow a paved highway. Data routing is also conducted
in a store-carry-forward way. The vehicle routing problem
(VRP) [2] is a generalization of the traveling saleperson
problem (TSP), which considers scheduling vehicles to
support customers with known demands, minimizing the
total distance travelled [4].
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(a) Center area 6× 6 of a 30× 30 network
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(b) Center area 30× 30 of a 150× 150 network

Fig. 1. Sample small-world networks.

B. Small-world models
Kleinberg [9] was the first to consider the small-

world phenomenon from the algorithmic perspective, and
proposed a model of a “navigable” small-world network
that can find short paths between any two points in the
network using local information only. Specifically, a 2-
D grid model in an m × m space is considered, where
each point has four local contacts (links) to its nearest
neighbors and q long-range contacts (long links). The
existence of a long link from u to v has a probability
proportional to d(u, v)−r, where d(u, v) is the distance
between them and r is a constant. It is shown that
when r = 2, the expected delivery time is O((log m)2)
(called polylogrithmic in terms of m). The extension to
a navigable hierarchical network is discussed in [10].

The small-world model has been successfully applied
to support efficient searching in unstructured peer-to-peer
networks. However, the extensions to wireless networks
have been limited due to the lack of efficient means
to support long links, although the potential advantage
of using the small-world model was pointed out back
in 2001 [1]. The existing applications implement long
links using wireline links [3] or at the application layer
[12]. The former approach relies on wireline connections.
In addition, the long link does not follow the small-
world distribution. The latter case shifts the burden to
the application layer. In our approach, we adopt a slightly
different model for long link distributions. Long links are
implemented by resource rich mobile nodes.

III. POLYLOGRITHMIC STORE-CARRY-FORWARD

A. Basic model
We assume a grid-based model [18] in an m×m space

with the horizontal and vertical dimensions. Each 1 ×

1 grid is associated with an address (i, j) where i, j ∈
0, 1, 2, ..., m. All the deployed sensor nodes in a grid form
a cluster and a clusterhead is selected to deal with the
inter-grid communication. We simply view the cluster as
a single node that has the address of its grid. We define
the Manhattan distance between two nodes u = (i, j) and
v = (i

′
, j

′
) to be the number of horizontal and vertical

steps separating them:

d(u, v) = |i− i
′
| + |j − j

′
|.

Each node u = (i, j) has four local links connecting
four neighbors: (i−1, j), (i, j−1), (i+1, j), and (i, j +
1), using a unit uniform wireless transmission range. In
addition, u has q (≥ 1) long links. The probability of a
long link to v such that d(u, v) ≤ 2m is c[d(u, v)]−2 and
the probability of a long link to v such that d(u, v) > 2m
is 0. Constant c should be selected so that

∑

v

c[d(u, v)]−2 = q.

To avoid boundary conditions, the m × m space is
situated at the center of a 5m × 5m space and nodes
outside m×m can be used to relay, but not as sources or
destinations. Although nodes not in the original m ×m
have contacts (through long links) outside the 5m× 5m
region, they will not be used to assist the routing process.
Figure 1 (a) shows a sample 6× 6 network together with
its 30×30 expanded network. Note that all contacts in the
6×6 network are within the 30×30 network. All contacts
outside the extended network are not shown. Note that the
proposed model is slightly different than the one in [9] in
that we allow nodes in the m×m space to have long link
contacts to the outside of the area. We can see that not
all of the nodes in the central m ×m and the extended
5m×5m regions have valid long links (and these links are



not shown). This is because their long links are directed
to the nodes in the expanded area which are far away
from the central network. If we still use them as relays,
the detour will be too large. However, if the relays do not
generate too much additional moving distance, as will be
discussed later in the long link jump condition, we can
still use them. Figure 1 (b) is a sample in a larger scaled
network, where the center 30 × 30 area of a 150 × 150
network, is shown.

In the basic model, it is assumed that there are sufficient
numbers of static and controlled mobile nodes so that
there is at least one static node and one dynamic node
in each grid point. At each grid point, one static node is
used to act as a place holder. This node generates a new
packet intended for a destination, forwards, or stores a by-
pass packet. The mobile node circulates around the long
link (u, v). This node picks up one or more packets at u
and delivers them to v. We will discuss various solutions
when the density condition fails. These solutions include
extending the size of each grid point and the use of one
mobile node to emulate functions of multiple static and
dynamic nodes at several grid points.

The routing algorithm, inspired by the one in [9],
follows a greedy approach where at each step, the current
place holder u chooses a contact, through a short or long
link, that is as close to the destination t as possible.
The short link is through regular wireless communication
while the long link is through a mobile node moving
between u = (i, j) and v = (i

′
, j

′
). Typically, an X-Y

routing in a 2-D mesh can be used, where the mobile node
circulates along the circular trajectory (i, j) → (i

′
, j) →

(i
′
, j

′
) → (i, j

′
) → (i, j).

More specifically, the algorithm operates in phases. It
is in phase i if the current node u satisfies 2i < d(u, t) ≤
2i+1. At node u in phase i, a long link (u, v) is used
if d(v, t) ≤ 2i. This condition is simply called the long
link jump condition (Figure 2). Kleinberg [9] showed that
in phase i, the expected time before the current place
holder has a long link contact within Manhattan distance
2i of t is bounded proportionally to log m. Since there
are (log 2m) phases, from phase 0 to phase (log 2m)-1, a
bound on the number of links is proportional to (log m)2
(called polylogrithmic store-carry-forward) follows.

B. Basic properties

Theorem 1: The probability of a long link (u, v)
that satisfies the long link jump condition is at least
1
26 H(2m)−1, where H(2m) is the Harmonic series,
which is defined as H(n) =

∑n
i=1

1
i . In addition,

ln(n + 1) ≤ H(n) ≤ ln(n) + 1. So H(n) is very close
to ln(n) for a large n.

Proof: Suppose node u has a packet intended for

long link

2 i+1 i!12 2
iu

v

t
2

i
phase i

Fig. 2. The greedy routing approach in phases and the long link jump
condition.

destination t. The probability that u chooses v is

d(u, v)−2/
∑

v "=u

d(u, v)−2,

where
∑

v "=u d(u, v)−2 =
∑2m

i=1(4i)(i−2) = 4
∑2m

i=1(i)
−1

= 4H(2m). Hence, the probability that v is chosen is

[4H(2m)d(u, v)2]−1.

Assume Si is the set of nodes within distance 2i of t
reachable from u. When phase i = (log 2m) − 1,

|Si| ≥ 1 +
2i∑

j=1

j > 22i−1.

Each element in Si is within distance 2i+1 of u since
the length of a long link is bounded by 2m. Thus, the
message enters Si with a probability of at least

22i−1

4H(2m)22i+2
=

1
26

H(2m)−1.

When i < (log 2m) − 1, |Si| = 1 + 4
∑2i

j=1 j =
2(2i)2 + 2(2i) + 1 > 22i+1. Here, each element in Si

is within distance 2i+1 + 2i < 2i+2. Thus the message
enters Si with a probability of at least

22i+1

4H(2m)22i+4
=

1
25

H(2m)−1.

Hence, the probability of a long link (u, v) that satisfies
the long link jump condition is at least 1

26 H(2m)−1.

Note that when compared with the result in [9], since
this result has the same asymptotic result, all other
results in [9] stay. For example, the average number
of short links at each phase is the reverse of the long
link probability, i.e., O(H(2m)) which is O(lnm), and
hence, O(log m). Since there are (log 2m) phases, the
expected total moving distance through short links is
O((log m)2). The following result shows the worst case
moving distance for both short and long links.



Theorem 2: The total moving distance between source
s and destination t through short links is bounded by
d(s, t) and the total moving distance through long links
is bounded by 5d(s, t).

Proof: Suppose s is in the kth phase (with respect
to t). There are k+1 phases, 0, 1, 2, ..., k. In phase k, the
maximum number of short links is bounded by d(s, t)−
2k. In phase i, with 0 ≤ i < k, the maximum number of
short link moves is 2i+1−2i. If there is a long link jump
at u in phase i, the new contact v is in phase i − 1 or
less. Once phase 0 completes, the current node is either
the destination (through a long link jump) or a node that
is a neighbor of the destination, and hence, one more
short link is needed. Therefore, the total moving distance
through short links is bounded by

(d(s, t)− 2k) + (
k−1∑

i=0

2i+1 − 2i) + 1 ≤ d(s, t).

In phase k, the distance of the long link is bounded by
d(s, t) + 2k based on the triangle inequity. In all other
phases i, with 0 ≤ i < k, the distance of the long
link jump is bounded by 2i+1 + 2i based on the triangle
inequity, since d(u, t) ≤ 2i+1 and d(v, t) ≤ 2i. Therefore,
the total moving distance through long links is bounded
by

(d(s, t)+2k)+(
k−1∑

i=0

2i+1+2i) < d(s, t)+4(2k) < 5d(s, t).

C. Design issues
In this paper, we will focus on several unique issues

when mobile nodes are used to emulate long links in an
emerging network with mobile nodes.

In a network with mobile nodes, any intermediate
nodes on the trajectory of a long link (u, v) can attach
their packets to the mobile node if v is closer to their
intended destination. These intermediate nodes are free-
riders. Trajectory sharing refers to sharing of multiple
long links that form a cycle to reduce waiting delay.
The effect of multiple long links includes the average
path length in terms of delay, average number of relays,
and moving distance. Delay, average number of relays,
and moving distance trade-offs deal with trading between
long links, which have relatively long delay (and moving
distance) but fewer number of relays, and short links,
which have a greater number of relays but short delay
(moving distance).

IV. DESIGN DETAILS

A. Free-riders
In the small-world model, each long link (u, v) is

directional, where u is called home and v the destination.

The mobile node circles along (u, v) first to v and (v, u)
back to u. Two methods of circulation can be used:
(1) home-based, where the mobile node stays at node
u unless there is a packet intended for v; (2) movement-
based, where the mobile node keeps on circulating.

There are two types of free-riders (also called data
hitchhikers) for a long link (u, v). (1) Node u has a
packet for destination t and (u,w) for an intermediate
node w meets the long link jump condition. Node w is
called a type I free-rider for link (u, v) (see Figure 3 (a)).
(2) Intermediate node w on the trajectory has a packet
for destination t and (w, v) meets the long link jump
condition. Node w is called a type II free-rider for link
(u, v) (see Figure 3 (b)).

In the movement-based approach, we assume the mo-
bile node will stay at each intermediate node for a
short period of time ∆ to pick any free-riders. The
following results show the probability of free-riders given
the probability p of a long link (u, v).

Theorem 3: For a given packet at u, the probability
for the existence of a type I free-rider is O(1)p. The
probability of a type II free-rider for each intermediate
node on the trajectory to destination v is also O(1)p.

The proof of the theorem is omitted due to the space
limit. A more general type of free-rider is from w1 and w2

when both of them are on the trajectory of a mobile node
on the long link (u, v) (including the return path (v, u))
that satisfies the long link jump condition with respect to a
destination t. In this case, we pose an additional constraint
on the trajectory from w1 to w2 to meet the triangle
inequity property as shown in Theorem 2. Another stricter
constraint is to ensure a shortest path from w1 to w2, i.e.,
the trajectory on the cycle corresponds to the shortest
path from w1 to w2. The shortest path condition can be
ensured by allowing at most one turn (X dimension to Y
dimension or X to Y) in the routing process as shown in
Figure 3 (c). Both Theorems 3 holds for the general type
of free-rider. When the source node w1 tries to find its
long link (w1, w2) in the trajectory of (u, v) (including
(v, u)), it should check every node from w1 to a reachable
node in the trajectory with at most one turn. There may
be more than one node that satisfies the long link jump
condition. In this case, the one that is closest to t is
selected as w2.

B. Long and short link trade-offs

Long and short link trade-offs deal with delay, average
number of relays, and moving distance. These trade-offs
are important in networks like MANETs and WSNs, since
the average number of relays directly relates to network
capacity in MANETs and energy consumption of static
sensors. Although the expected number of short links is
H(2m) before using a long link at each phase, a long link
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Fig. 3. Free-riders: (a) type I, (b) type II, and (c) general type with one turn between w1 and w2.

is skipped for short links in the following situations: (1)
To avoid regular moving delay. The speed of a moving
node is significantly lower than that of a normal wireless
transmission through a short link. (2) To avoid waiting
delay. The moving node may not be available when a
packet is ready to be forwarded at an intermediate node.
(3) To avoid excessive moving delay. Excessive moving
delay occurs when several long links in a cycle have to
be used before reaching the next contact.

The local place holder needs to keep some information
to facilitate the above trade-offs. The regular moving
delay can be calculated by dividing the length of each
long link by the moving speed of mobile nodes. A counter
is needed for each link to keep track of the remaining time
of the round trip of a mobile node along the long link.
The trading point is the threshold above which short links
are used to trade long links.

Excessive moving delay can be avoided or reduced
without resorting to local links. For example, if the
objective is to limit the number of long link relays, then a
node u in phase i is allowed to use the long link contact
v separated by k long links in a cycle if v is within
2i−k of destination t. To avoid excessive moving distance,
a shortcut can be used to reach v directly. However,
k−1 intermediate nodes are skipped and packets initiated
from these nodes cannot be forwarded. This situation can
be mended by using multiple mobile nodes with some
following the regular trajectory and others following the
shortcut if needed.

C. Multiple long links

When q > 1, multiple long links per grid point are
available. We assume that long links are independent and
follow the same distribution model. Multiple long links
provide more choices. However, they do not give a linear
speedup in terms of path length reduction. When k is
small, the probability of area overlap is small, which
corresponds to a close-to-linear speedup in path reduction.
As k increases, the probability of area overlap increases,

and linear speedup cannot be maintained although path
reduction continues.

Multiple long links can increase the probability of cycle
formation among them to reduce delay. However, the
cycle formation process is more complex since each node
has multiple outgoing links and probably multiple incom-
ing links. A node may be involved in multiple cycles.
These multiple cycles can themselves be combined to
form large cycles. Based on the delay reduction theorem
using cycles, the reduction rate is a constant (two) which
is independent of the size of the cycle. Therefore, it
is preferable that a short cycle is maintained for the
purpose of reliability (multiple cycles to guard against
broken cycles) and memory efficiency (shortened route
information stored at each node of a cycle).

To find a short cycle, the Dijkstra’s shortest path algo-
rithm can be applied. The following approach can be used
with local information only: To avoid generating large
cycles, each node performs an expanded ring search for
a cycle using TTL by sending out an “initiation message”.
The TTL is incremented linearly or exponentially at each
round. A node u stops sending out “initiation message”
if a cycle is found and u is the initiator. However,
node u still participates in the forwarding process of
“initiation message” packets. In addition, nodes other
than the initiator in the cycle still send out “initiation
message”. The initiation process at a particular node stops
when either a cycle is found or TTL exceeds a predefined
threshold.

D. Reactive long link initialization
In order to improve the ratio of the usage of long

links, we developed the reactive long link initialization
approach. We call the basic PSCF a proactive PSCF
where the trajectory of each mobile node is determined
before the execution of the system. Then, in the reactive
PSCF, the long link of each place holder is calculated
during the initialization phase, but its direction changes
to the direction of the destination of the first generated
packet in its corresponding place holder.



In the small-world model, for a fixed node u, the
existence of a long link from u to any other fixed
node v in the network has a probability proportional to
d(u, v)−r. Therefore, generally speaking, the probabilities
of the long link for node u pointing to each direction are
identical, i.e. the direction is randomized. In the reactive
PSCF, although the direction of the long link changes, it
is still randomized. This is because the destination of the
first packet is generated randomly. Therefore, the network
is still a small-world model.

In the reactive PSCF, since the direction of the long
link is determined based on the direction of the destina-
tion of the first generated packet, the probability of the
packet being delivered via the long link is increased. The
performance of PSCF will increase, too. However, none
of the subsequent generated packets take any advantage
of the reactive long link initialization. In the long run,
we can reset the direction of the long link according to
the first packet in the waiting list when the mobile node
returns each time. Thus, the overall performance can be
improved, especially when the data rate is relatively low.

E. Trajectory sharing

Using mobile nodes for long links causes delay, the
expected delay for a long link (u, v) is d(u, v)/v(m),
where v(m)is the moving velocity of the mobile node.
We assume ∆ time period at each intermediate node is
included in the calculation of d(u, v)/v(m). Trajectory
sharing deals with multiple long links forming a cycle
with multiple mobile nodes circulating around it. Specif-
ically, suppose (u1, u2), (u2, u3), ..., (uk, u1) forms a
cycle and d(ui, ui+1) = li and d(uk, u1) = lk. We have
k mobile nodes circulating around the cycle of length∑k

i=1 li.

Theorem 4: The expected average delay using trajec-
tory sharing reduces the expected delay by half.

The proof of the theorem is omitted due to the space
limit. Note that the expected average delay is for all nodes
in the cycle. Each individual node may have an increased
expected delay. For example, suppose three nodes in a
cycle have link lengths l1 = 1, l2 = 5, and l3 = 6.
The expected average delay is 2, which is larger than the
individual delay of l1.

Cycle structures also offer “look ahead” capability.
Let us consider node u1 in cycle (u1, u2), (u2, u3),
..., (uj , uj+1), ..., (uk, u1). Instead of using u2 as the
only possible long link jump, u1 can use any other
node u2, ..., uj , ..., uk for its long link contact. The link
selection criterion still stands; that is, if u1 is in phase i
with respect to destination t, the selected long link contact
uj should be within 2i of t. An additional constraint can
be placed on the trajectory from u1 to uj , to meet the
triangle inequity property as shown in Theorem 2, that

is,
j−1∑

i=1

li ≤ d(u, t) + d(uj , t),

or an even stricter condition can be imposed, say, all
intermediate nodes u2, u3, ..., uj−1 should be along the
shortest path from u1 to uj .

To detect cycles when q = 1, each node initiates an
“initiation” message and sends it to its long link neighbor
unless an “initiation” is received. The initiation time is
randomly selected at each node for a given period to
reduce simultaneous initiations. When node u receives
an “initiation” message, it performs one of the following
actions: (1) If it has not sent out its initiation, u will
forward the initiation to its neighbor (along the long link)
after attaching its ID in the route field. (2) If it has sent
out its initiation, the current message will be dropped.
(3) If the current initiation contains the node ID of v, the
complete route is copied at u, the message is changed to
“found” with v as the initiator and is then forwarded to
its neighbor. When node u receives a “found” message,
a copy of the complete route is made unless u is the
initiator of the “found” message. In the latter case, the
message is dropped.

F. Sparse mode
The proposed model and the corresponding PSCF can

be extended to the sparse mode, where some place holders
may not have mobile nodes to associate with them. We
can set the density of mobile nodes, r, to control the
sparse degree. This also means that each place holder
has the probability r to have a mobile node that belongs
to it. The distribution of mobile nodes is random.

In the sparse mode, the trajectory of mobile nodes is
important in networks such as DTNs and VENETs to
connect parts in a disconnected network (consisting of
static nodes). Mobile node shortages can be remedied
through sharing, such as using fewer mobile nodes in a
cycle and one mobile node to route around multiple long
links from the same node.

In the sparse mode, each place holder still generates
packets according to the data rate. If no mobile node
is available, the packets stay at the place holder until
there are some bypassing mobile nodes. The bypassing
mobile nodes can serve as long links for the current
place holder if the long link jump condition is met. Or,
they can serve as short links to carry the packets to the
four neighbors of the current place holder. Therefore, the
degree of connectivity of the original partitioned network
can be increased using node mobility.

V. SIMULATION

A. Simulation environment and settings
We set up the simulation in a m×m square area. Each

1 × 1 grid (viewed as a single point/node) is associated
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Fig. 4. Comparison of PSCF, XY, Direct/Direct-S.

with the address (i, j), where i, j ∈ 0, 1, . . . , m. As
mentioned in section 3, only nodes in the center m×m
area work as the source/destination. We compare our al-
gorithm, PSCF, with two extremes: (1) X-Y routing (XY)
without using mobile nodes, and (2) one-hop approach
where the mobile node goes directly to the destination
(Direct). Since free-riders are permitted in PSCF, for
fair comparison, we also simulate the direct routing with
free riders version (Direct-S), where mobile node picks
up messages whose destinations are within its trajectory.
Thus, even with the free-rider policy, mobile nodes do not
change their trajectory, and the numbers of relays of all
messages do not change, and the delay of their original
messages are not affected.

The following parameters are considered in the sim-
ulation: (1) The network size m. We use two values,
50 and 100, to check the scalability of the algorithm.
(2) The number of long links q. We set q to be 1 in
the basic simulation, then we increase it to examine
the performance of PSCF with multiple long links. (3)
Different data rate, which is represented by data gener-
ating probability p of each static node in each round.
(4) With and without free-riders. We check the effect
of the support of free-riders at intermediate nodes of
long links on the overall performance. (5) Different trade
points, which is represented by a fixed timer whose
value is tunable. (6) With and without reactive long link
direction initialization. In the reactive manner, in PSCF,
the direction of the long link is initialized based on the
destination of the first generated message. (7) With and
without trajectory sharing. (8) The density of mobile
nodes d. We assume that the velocity of mobile nodes
is 1, one time unit, which is also the time unit of the
timers. The transmission by short links, including setup
time and wireless transmission delay, is assumed to be
one time unit or one in a thousand time units when the
package is quite small. In the sparse mode, the probability
that a grid has a mobile node is d.

The performance metrics are:
1) Relative moving distance, which is represented by

the ratio between actual moving distance of data
and the physical distance of source and destination.

2) The number of relays. This measures the number
of hops to transmit message from source to desti-
nation.

3) Delay. This is the total time consumption from
message source to destination, including waiting
and moving time.

4) The delivery ratio. In sparse mode, some generated
messages may fail to be delivery due to the lack of
mobile nodes.

B. Simulation results
Figure 4 is the comparison of the four algorithms,

XY, Direct, Direct-S, and the proposed PSCF with the
basic settings (no free-rider, single long link, no reactive
mode). In (a), PSCF has a greater moving distance than
the other three, which all deliver data along the shortest
path. However, the detour PSCF makes is moderate. The
relative moving distance is around 1.015 with m = 100.
In (b) Direct and Direct-S have the smallest fixed number
of relays, which is 2. PSCF has a smaller value than XY.
(c) shows that Direct has the greatest delay and Direct-S
reduces the delay via free-riders, while those of PSCF and
XY are quite small. PSCF has a longer delay than XY
because of the waiting done when a long link is chosen.
Among all these figures, only the delay of PSCF and
Direct/Direct-S vary with the data rate.

Figure 5 is the comparison of PSCF with and without
free-riders at the intermediate nodes of long links. Since
the support for free-riders provides more available long
links, it makes the performance (advantage or disadvan-
tage) of PSCF over XY and Direct more significant. In
(a), we can see that with free-riders, PSCF has a larger
moving distance. (b) shows that the free-rider policy
provides less relays. (c) shows that with free-riders, PSCF
has a larger delay.

Figure 6 is the result of the test on trade point in PSCF.
We set a fixed timer for each long link. Even if the long
link jump condition holds, data is passed on by a short
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Fig. 5. PSCF with/without free-riders.
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Fig. 6. PSCF with different timers.

link if the timer expires and the mobile node still does
not show up. The longer the allowed waiting time, the
larger the moving distance as shown in (a). (b) shows that
a longer waiting time makes a fewer number of relays,
which makes the long link effectiveness more significant.
And (c) shows that longer waiting time also makes PSCF
have a larger delay.

Figure 7 shows the performance of PSCF and Direct
with multiple long links for each node. PSCF has larger
moving distance with more long links as in (a). (b) shows
that Direct has fixed number of relays, while PSCF has
smaller one when the number of long links is small.
(c) shows that the delay of Direct decreases with more
available mobile nodes, while that of PSCF increases.

Figure 8 is the comparison of PSCF with or without
the reactive long link direction initialization. There are
three curves in these figures. One is the basic PSCF, the
second is the PSCF with reactive long link initialization
(R-PSCF), and the third is the performance of the first
generated message in each grid in R-PSCF (R-PSCF-1).
In (a), the moving distance of R-PSCF is larger than that
of PSCF; in (b), the relay of R-PSCF is smaller than that
of PSCF; and in (c), the delay of R-PSCF is larger than
that of PSCF. However, since R-PSCF changes only the
first message’s delivery route, the average performance
is seldom affected especially when the simulation lasts

a relatively long time. Therefore, the difference between
R-PSCF and PSCF is slight. R-PSCF-1 is the average
performance of the first generated message of each grid.
We can see that the performance of R-PSCF-1 is more
significant than that of R-PSCF.

Figure 9 (a) is the analysis of long links involving
circles in the network, that is, the ratio of long links
that form circles. We can see that when the number of
long links increases, the ratio increases with it. When the
network is smaller, more links are involved in circles.
Figure 9 (b) is the delay comparison of PSCF with and
without trajectory sharing. With trajectory sharing, the
delay decreases slightly. Note that trajectory sharing does
not affect moving distance or the number of relays.

Figure 9 (c) shows the comparison of the delivery ratios
in the sparse mode. In XY, the sparse mode means that
some fixed place holders may missing and their neighbors
cannot transmit packets to them. Therefore, the network
may get disconnected. In Direct/Direct-S, the sparse mode
refers to when mobile nodes are missing in the place
holders as in the PSCF method. The delivery ratio of
Direct is approximate the density of mobile nodes. This
is due to the fact that the generated message can only
be delivered if there is a mobile node in the grid. The
delivery ratio of Direct-S is slightly higher than that of
Direct, since with the help of sharing, some grids without
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Fig. 7. PSCF with multiple long links.
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Fig. 8. PSCF with/without reactive long link.

mobile node can also send out the generated message via
by-passing mobile nodes. When the density of the mobile
nodes is small, XY has a smaller delivery ratio than that of
Direct due to the high degree of disconnectivity. When the
density d exceeds 0.5, the delivery ratio of XY increases
quickly and outperforms that of Direct. PSCF has the
largest delivery ratio.

Figure 9 (d) shows the delay comparison of PSCF, XY,
Direct, and Direct-S when the time consumption of one
hop wireless transmission is of one in a thousand time
units. We can see that in this case, the delay of XY is
very small compared with the other methods. The delay
of PSCF is smaller than that in Figure 4 (c) since it
also contains some short link transmission in the entire
trajectory. Although the delay of PSCF is significantly
higher than that of XY, it reduces the number of relays,
and more important, increases the delivery ratio in sparse
network, as in Figure 9 (c).

The simulation results can be summarized as follows:

1) The proposed algorithm generates a smaller num-
ber of relays than XY while still maintaining a
moderate moving distance and delay which makes
PSCF more suitable for wireless ad hoc or sensor
networks.

2) When we analyze the properties of PSCF, we can
see that a larger network makes the performance

of PSCF more significant, and also the support
for free-riders, multiple long links, longer waiting
time for the long links, and reactive long link
initialization.

3) Trajectory sharing can improve the performance of
PSCF in terms of delay slightly, while not affect
moving distance or relay.

4) In the sparse mode, PSCF has the largest message
delivery ratio compared to XY and Direct, espe-
cially when the network is relatively sparse.

VI. CONCLUSIONS

In this paper, we propose a new controlled mobility
model with an expected polylogarithmic average number
of relays to achieve a good balance among several con-
tradictory goals. The model is based on the small-world
model where each node has “short” link connections
to its nearest neighbors and “long” link connections to
other nodes following a certain probability distribution.
Several dynamic trajectory planning and sharing methods
for mobile nodes are proposed to enhance the efficiency.
In our future work, we will include more analytical study,
including network throughput analysis. More in-depth
simulation and parameter trade-offs will also be studied.
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