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Abstract— In this paper, we address the Topology Control with
Hitch-hiking (TCH) problem. Hitch-hiking [1] is a novel model
introduced recently that allows combining partial messages to |
decode a complete message. By effective use of partial signals, a | |
specific topology can be obtained with less transmission power.
The objective of the TCH problem is to obtain a strongly-
connected topology with minimum total energy consumption.
We prove the TCH problem to be NP-complete and design a
distributed and localized algorithm (DTCH) that can be applied
on top of any symmetric, strongly-connected topology to reduce
total power consumption. We analyze the performance of our
approach through simulation.
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I. INTRODUCTION

infrastructure. Wireless nodes are battery powered and there-
fore have a limited operational time. Recently, the optimization;
of energy utilization of wireless node has received significant
attention [8]. Different techniques for power management ha % 1. Three nodes Hitch-hiking example. (a) Initial power consumption
been proposed at all layers of the network protocol stagigsed on MST. (b) Power consumption withas source. ()8 is the source.
Power saving techniques can generally be classified into t¢dC is the source.
categories: scheduling the wireless nodes to alternate between
the active and sleep mode, and adjusting the transmission
range of wireless nodes. In this paper, we deal with the secondrigure 1 is a simple example to show the concepts of Hitch-
method. hiking and strong connectivity in a Hitch-hiking model. We

To support peer-to-peer communication in ad hoc wireleassume the power to communicate between two nodes to be
networks, the network connectivity must be maintained at aHe square of the distance between them. The number on
times. This requires that there exists for each node a rowach edge represents the coverage provided by that edge to
to reach any other node in the network. Such a netwote destination node. In Figure 1 (a), a minimum spanning
is called strongly-connected. In this paper, we address tinee (MST) is formed among the three nodes, where each
problem of assigning a power level to every node such that thadirectional link corresponds to two unidirectional links (also
resultant topology is strongly-connected, and the total energymmetric links). Each node sets its power to reach its furthest
expenditure for achieving the strong connectivity is minimizetheighbor on the MST. For example, nod® must set its

In order to reduce the energy consumption, we take aplewer to42 + 62 = 52 to reach node”. Nodes are strongly-
vantage of a physical layer design that allows combiningbnnected if with any one of them as the source node, all
partial signals containing the same information to obtain thbe others can get its message directly or by forwarding.
complete data. This model is called Hitch-hiking and hds a model with Hitch-hiking, as in Figures 1 (b), (c) and
been introduced recently in [1]. By an effective use of th@), communication power can be reduced to partially cover
partial signals, a specific topology can be maintained with lessme neighbors as long as several partial messages can be
transmission powetr. combined for a successful message receipt at those nodes.



In this model, only the nodes that have received a completed BICONN-AUGMENT, have been proposed for static
message can forward it. For example, in (b), notldhas a networks. They are greedy algorithms, similar to Kruskal's
power of 18 to fully cover B (18 = 32 + 32) and t031% minimum cost spanning tree algorithm. For ad hoc wireless
cover C' (31% = 18/(7% + 32)). Since B has received the networks, two distributed heuristics have been proposed, LINT
complete message, it can forward the message, foroviding and LILT. However, they do not guarantee the network con-
69% coverage with power level set &2 x 6% = 35.86. Thus nectivity.

C gets the complete message. Using the same idea, the othé&kmong distributed and localized protocols, Li et al [10]
two nodes can be fully covered if we select noBeor C'  propose a cone-based algorithm for topology control. The
as the source node as in (c) and (d). Therefore, the graply@al is to minimize total energy consumption while preserving

strongly-connected with Hitch-hiking. connectivity. Each node will transmit with the minimum power
Our contributions in this paper are to: needed to reach some node in every cone with degree
1) define the Topology Control with Hitch-hiking (TCH) They show that a cone of degree= 57/6 will suffice to
problem, achieve connectivity. Several optimized solutions of the basic

2) prove that TCH is NP-complete and show an uppélgorithm are also discussed as well as a beaconing based
bound of the performance ratio between the optimarotocol for topology maintenance.
solutions of the TCH problem and the topology problem Li, Hou and Sha [11] devise another distributed and lo-
without Hitch-hiking, calized algorithm (LMST) for topology control starting from
3) design a distributed and localized algorithm that can e minimum spanning tree. Each node builds its local MST
applied to any strongly-connected topology to reduce thigdependently based on location information of its 1-hop
overall power consumption and study its performancégighbors and only keeps 1-hop nodes within its local MST
through simulations, and as neighbors in the final topology. The algorithm produces
4) prove that an MST-based topology is an approximatioh connected topology with maximum node degree of 6. An
algorithm with ratio bound/k for the TCH problem, optional phase is provided where the topology is transformed
wherek is a constant defined in section . to one with bidirectionl links. An extension is given in [12],
The rest of this paper is organized as follows. In section ivhere the given network contains unidirectional links.
we overview topology control protocols. Section Il describes Among probabilistic protocols, the work by Santi, Blough
the Hitch-hiking model and the corresponding network modeind Vainstein [17] assumes all nodes operate with the same
Also, we present the Topology Control with Hitch-hikingfansmission range. The goal is to determine a uniform mini-
(TCH) problem, prove its NP-completeness, and show tRaUM transmission range in order to achieve connectivity. They
performance ratio between TCH and topology control withol€ @ probabilistic approach to characterize a transmission
Hitch-hiking. We propose a distributed and localized algorithfi@nge Wwith lower and upper bounds of the probability of
in section IV. Section V presents the simulation results for tf@NNectivity.
DTCH algorithm, and section VI concludes this paper. Some variants of the topology control problem have been
proposed which include optimizing other objectives as well.
Il. RELATED WORK Hou and Li in [5] present an analytic model to study the rela-
Topology control has been addressed previously in liteionship between the throughput and adjustable transmission
ature in various settings. In general, the energy metric tange. The work in [6] puts forward a distributed and localized
be optimized (minimized) is the total energy consumptioalgorithm to achieve a reliable high throughput topology by
or the maximum energy consumption per node. Sometimagjusting node transmission power. The issue of minimizing
the topology control is combined with other objectives, sudhe energy consumption has not been addressed in these two
as to increase the throughput or to meet some specific Qo&pers. Jia, Li and Du [7] are concerned with determining a
requirements. The strongly-connected topology problem wittetwork topology that can meet the QoS requirements in terms
a minimum total energy consumption was first defined arad end-to-end delay and bandwidth. The optimization criterion
proved to be NP-complete in [2], where an approximatiois to minimize the maximum power consumption per node.
algorithm with performance ratio of 2 is given. In generaMWhen the traffic is splittable, an optimal solution is proposed
topology control protocols can be classified as: (1) centralizeding linear programming.
and global vs. distributed and localized; and (2) determin- Our work differs from these approaches by using Hitch-
istic vs. probabilistic. The localized algorithm is a specidiiking [1]. This model allows combining partial signals con-
distributed algorithm, where the state of a particular nodaining the same information in order to decode the complete
depends only on states of local neighborhood. That is, suchragssage. We explore this feature in minimizing total power
algorithm has no sequential propagation of state informatiotonsumption while achieving a strongly-connected topology
Most protocols are deterministic. The work in [16] iswith Hitch-hiking.
concerned with the problem of adjusting the node transmis-
sion powers such that the resultant topology is connected or Il. M ODEL AND PROBLEM DEFINITION
biconnected, while minimizing the maximum power usage In this section, we introduce the Hitch-hiking model and the
per node. Two optimal, centralized algorithms, CONNECTorresponding network model. Then, we define the Topology



Control with Hitch-hiking (TCH) problem, prove its hardness Between any two nodesand j there will be a linkij if

and present a performance ratio between TCH and topolddpe transmission from nodgis received by the nodg with

control without Hitch-hiking. a SNR greater than,.,. Every node; € V has an associated
_ o transmission power level; = r*. Associated with each link

A. Hitch-hiking Model ij € E is the coverage provided by nodéo nodej, defined

Hitch-hiking [1] takes advantage of the physical layer desigas follows:

that combines partial signals containing the same information, ~_ J1 for p;/df; > 1

to obtain complete information. By effectively using partial pi/ds; fork <p;/d <1

signals, a packet can be delivered with less transmission poviiie casep;/d7; < k is not included since an edge will exist

The concept of combining partial signals using maximal rationly when the SNR of the received signal is at leagst, that

combiner [14] has been traditionally used in physical layés pi/d;"j > k. In this paper we consider the cases when

design of wireless systems to increase reliability. The Hitckquals 2 and 4, ang, = 1.

hiking model introduces two parameters related with SNR . , .

(signal to noise ratio):y, which is the threshold needs forC' Topology Control with Hitch-hiking (TCH)

successfully decoding the packet payload apd, which is In this section, we address the topology control problem

the threshold required for a successful time acquisition. Theing the Hitch-hiking model. The fully received packet is

system is characterized by, < ,. We note withk the ratio defined as follows: considering a transmission from a node

of these two thresholds; = y,.,/7,- A packet received with i to a nodej, node j is partially or fully covered byi if

a SNR7 is: 1 > ¢ij > vacq aNdc;; = 1, respectively. If, upon combining

packets received from one or more neighbors, Bagighbors,

results in a full coverage of nodg i.e. Ekpk/dgj > 1, then

the packet is fully received.

o fully received, ify, <~
o partially received, ifyseq < v < 7p

« unsuccessfully received, # < v4¢q X . . L
Consider that irel det it ket th We then definestrong connectivityunder the Hitch-hiking
onsider that a wireless noaetranSmits a packet, e ,,,q Basically, for any node sending a packet, there

coveragi (I)f a 30?9 ;hat .recelves the packet with a SNRshould be a “path” to every other node, that is, the packet
Per Symooly 1S defined as: should be fully received by all other nodes in the network

1 for5>1 eventually. The following rules apply: (k)has the full packet,
cij=qpB fork<p<i1 and (2) only nodes that fully received the packet are able to
0 for0<pB<k forward it, includings. Each node that has fully received the

where 3 = ~/v,. A channel gain is often modelled as gacket will forward it only once. Now we can formally define
power of the distance, resulting i = r*/df; = (r/d;;)*, the Topology Control with Hitch-hiking (TCH) problem as
whereq is a communication medium dependent parameterfollows:

is the communication range of nodeandd;; is the Euclidian TcH Definition. Given an ad hoc wireless network with
distance between two communicating nodes. For exampigdes and using the Hitch-hiking model, assign a power level
considerk = 0.125 anda = 2. For a nodgj with /d;; = 1/2, {0 every node such that:

the coverage 13).25, Wher_eas fpr the Ca_‘se/di_j — 1/3 the . 1) the sum of the power levels in all nodes is minimized
coverage is0. The basic idea in the Hitch-hiking model is S p; = MIN, and

that if the same packet is partially receivedtimes from =1 '

2) the resultant Hitch-hiking based topology is strongly-
different neighbors withy,., < v; < =, for i = 1..n such that ) g pology gly

> i1 i > 7, then the packet can be combined by a maximal connected. o

ratio combiner [14] and can be successfully decoded. Figure 1 shows the concept of strong connectivity under the
Hitch-hiking model, wherey,., = 0.2. Figure 1 (a) shows the

B. Network Model power level assigned to each node. Figures 1 (b), (c) and (d)

We consider an ad hoc wireless network withnodes respectively show that starting from each node, all other nodes
equipped with omnidirectional antennas. The nodes in tRge fully covered.

network are capable of receiving and combining partial rey NP-Completeness of the TCH Problem
ceived packets in accordance with the Hitch-hiking model. . . .
In [9], Kirousis et al give a formal proof of NP-completeness

We represent the network by a directed gragh= (V, E), :
) . . of general graph version of the topology control problem
where the vertices sét’ is the set of nodes correspondin : . o )
. . . GTC), without Hitch-hiking. In order to prove that TCH is
to the wireless devices in the network and the set of ed

S . -complete, we will show that TCH belongs to the NP-class
E corresponds to the communication links between devices. ) .
: . . apd GTC is a special case of TCH.
A symmetric, strongly-connected graph is a special type 0 )
directed graph, where a linkj exists if and only if link Theorem 1: The TCH problem is NP-complete.
ji exists. That is, connections between two nodesnd ; Proof. It is easy to see TCH belongs to the NP-class. Having
are symmetric, although they may have different transmissiassigned a transmission power for each node in the network,

power levels. it can be verified in polynomial time whether the resultant



TABLE |

topology is strongly-connected with Hitch-hiking and whether DTCH NOTATIONS.

the cost of this assignment (sum of the powers of each node)
is less than a fixed value. G Symmetric, strongly-connected starting topology

Next, we show that GTC is a special case of TCH. Recall | fi 1 if node: decided its final power, otherwise 0
our previous description of,., andy, in the subsection III- 5’\}'(1.) ;Z”j{nl'f(')%”npe?gfggfsv‘;'f‘:O'ggf]e(;

A. When~,., = ,, we will have no case of partial reception P(7) | Set of ransmission power levels of node
of signals. Thus the TCH problem will be reduced to the GTC [ g:(p) | Gain of nodei at power levelp
problem, where a signal is either fully received or the reception [ ¢i; | Distance between nodesand j

fails. Hence, we say that the GTC problem is a special case

of the TCH problem, fory,cq = 7p-

Because GTC is NP-complete and is a particular case of thiy symmetric, strongly-connected topology to reduce the total
TCH problem, and TCH belongs to NP-class, we conclude thedwer consumption. Any node decides its final power based
TCH is an NP-complete problem. O  only on local information from its 2-hop neighborhood. To
be distributed and localized are important characteristics of
an algorithm in ad hoc wireless networks, since it will be
In this section, we prove that the optimal solution of thgple to easily adapt the algorithm to a dynamic and scalable

GTC problem has a performance ratiolgf with the optimal architecture. In describing the algorithm, we use the notations
solution of the TCH problem, wherke was defined in section jn Table I.

[I-A.

. . A
Theorem 2: The performance ratio between the optimal

solution of the GTC problem and the optimal solution of the !N DTCH, each node independently “locks” its 1-hop neigh-
TCH problem is upper bounded hy'. borhood to perform power adjustment to save energy. We take

nodei as the current node for example (see Figure 2). All

"he nodes on the inner dashed circle includihgre i's 1-

mhop neighbors; the nodes on the outer dashed circle, such as
and !/, arei's 2-hop neighbors. The main idea of DTCH
to increasei's power level to “contribute” the coverage

of its 2-hop neighbors so the range @ 1-hop neighbors

be reduced, and the overall power consumption can also

reduced. To ensure connectivity, 1-hop neighbors, jsay

should still be able to reachdirectly. Such a process is tl2e

hop power reduction procesEach node performs this process

once and gets its final power level. In fact, in the 2-hop power

reduction process, and its 1-hop neighbors are involved in

an “atomic action”. To implement such an atomic action, two

approaches can be used:

E. Performance Ratio Between GTC and TCH Problems

Basic Ideas

Proof. Let us note the optimal solution of the GTC proble
with OPTST¢ and the optimal solution of the TCH proble
with OPTTCH |t is clear thatOPTTCH < OPTSTC since
the solution set of the TCH problem includes that of the GT
problem. Next, we show thad PT9TC < & . OPTTCH,

Let us assume there arenodes in the network, noted with ca
1,2,...,n. Let us note node transmission ranges associatﬁép
with OPTTCH with 7y, 7y, ...,7,. ThenOPTTCH = p¢ 4
r$ + ... +r2. For a nodei, we note with NI “ the set of
nodes partially or totally covered by ThenVj € NICH,
(;T?j)a > k (see section llI-A), wherel;; is the distance
between nodesandj. Let us consider now the case when ea
transmission range is increased by=. This corresponds to
a solutionSOL with node transmission range$, 5, ..., 7},

o 1) Back-off schemeAfter nodei has selected a new power
level, it backs off a period of time inversely proportional
SOL = L opTTCH to its calculated gain. This will give priority to the nodes
k . . with higher gain to set up their final power first. If
= (k7o) + .4 (k7o) node receives an update during this interval, then it
= 7-/1a + r;‘” + ...+ r;f‘ (1) recomputes its power level and backs-off again. If the
timer expires without any updates, then nedmnsiders
For any node = 1..n and for any nodg € N{“M, we have this power level as its final power, and announces this
(=) = (%)a =+ (45)¢ > 1. Therefore, all nodes power level together with its neighbors’ new power

that were pre\fiously pa'rtially”covered in the TCH solution are levels to their corresponding 1-hop neighborhood. The 1-
now fully covered and the strong connectivity is preserved.  hop neighbors of may have new power levels duriri'g
Therefore, SOL is also a solution of the GTC problem, with 2-hop power reduction process, but will not finalize their

OPTYTC < SOL. This results O PTETC < L.OPTTCH, power levels until themselves perform this reduction
To summarize, we have proved thadPT7¢H? < process.
OPTCTC < L. OPTTCH, therefore,% <1/k. O 2) Locking schemeNode: needs to secure locks of all its

neighbors (in addition to its own lock). Onéeompletes

its power reduction process, it announces the final power

level of itself and new power levels of its neighbors to
In this section, we propose a distributed topology control  their corresponding 1-hop neighborhood, and releases its

with Hitch-hiking (DTCH) algorithm that can be applied to lock and the locks of its neighbors. Unlike the back-off

IV. DISTRIBUTED TOPOLOGY CONTROL WITH
HITCH-HIKING (DTCH) ALGORITHM



Joull . a maximum gain, noted with?“". If there is no power level
J/ p such thatg;(p) > 0, thenp; will not change.
/ SNTON When node: announces its new power level through
( O 1 Broadcast(), all its neighborsj, with f; # 1 will invoke
VoSN Reduce() to decrease their power levels and broadcast the
change, as a result of the additional coverage provided by
nodei.
Fig. 2. lllustration of 2-hop neighbor set of Algorithm IODTCH( )
1. p,—p;
2. fi — 0

scheme that may exhibit occasional mis-coordinatiof; while f; =0
the locking scheme guarantees that nodes execute thét2- ~ ComputeR)
hop power reduction process without conflict. Howevep: ComputeGainj

the locking scheme is more expensive to implement. & i < power level for which gain is maximum
7. Startatimer — -—iewy

B. Detailed Algorithm 8. if broadcast message received frgrbeforet
. : expires
The TCH algorithm starts from a symmetric, strongly- )
connected topology, assumed to be the output of a traglab thlen pi Efgucei’pj’l)
ditional topology control algorithm. Two such algorithmsll' elsep; ‘_fi
DMST and LMST, are addressed later in this section. 12' B dfi 7
We assume that each nodbas all the distance information En'd DTCEOHa casi(pi, fi)

within its 2-hop neighborhood. Note that this kind of informa-
tion is usually available after the traditional topology contro&om uteGain (i)
algorithm completes. Each node also maintginssalues for 1 /EFind ain for all power levels inP(i) *
all the neighbors. Whenever; for a node;j changes, nodg 2' f " 9 s P
broadcasts this change to its neighbors. - foralpc. (@) .

: ) . 3. for all j € N(7)

The goal of the DTCH algorithm is, by starting from an red )
initial powerp? needed to reach its furthest 1-hop neighbor for pj «— Reduce (’p’]r)ed
each node, to decide the final power assignment by using t%‘ 9i(P) = 3 jene i =P = (0 = pi)
Hitch-hiking advantage such that the total power is minimize _nd,ComputeGaln.

Next, we describe the mechanism used by each node in Orﬂ%rduce(z’ 2.7)
to decide its final power level. oo , ,

The gain of node is computed inComputeGain(i). The L /aF:t(ia:Iug:vg:z %Owri:/izfegog € rJ1 ; dnetih(\jvi?r? Slzvf/)(fa b
gain g;(p) is defined as the decrease in the total powey, ﬁ fi=1 thengretFL)Jrn 4 y P
obtained by increasing nodés transmission power level to .- for ]aik € N(j) P
p, in exchange for a decrease of the power levels of sorﬁ'e red J o
other nodes. This is because when the power level of node pj=(k) (Sl — Cik) X dj’fred
is increased; provides partial or full coverage to more nodeg: "etum max{dfj, maxye () (k)}
in the network. For example, ¥ is a 1-hop neighbor of node End.Reduce.

j, wherej € N(i) (see Figure 2), then an increase in the. Properties
partial or full coverage of nodé may faf:ilitate reduction of Next, we show that the complexity of the DTCH algorithm
tnhoedg]c;?/ver level of nodg' that can provide less coverage torun by each noc_ié is polynomial in the total number of nodes

Each node maintains a variablg; which is initially setto ' -ghe complexity of theain(i) procedure take®)(|P (1) x
0, meaning that this node has not yet decided its final po ). Vﬁhere.Aht')S Fhe maxlmﬁl dee degree. This |shbe_(;]ause
level. In order to decide its final power, nodeomputes the '©" €ach neighboy € N(i), the i's coverage on each 2-hop

gain for various power levels and selects the power level f Flghbork € N(j) needs to be computed. This process has to

which the gain is maximum. The power levels in:) are . € dong for each power level 1ﬁ(i)._When|P(i)| :.O(A)’ it
those power levels for which nodecould reduce the power is O(A”). Therefore, the complexity of the algorithm DTCH

level of any of its neighboj to df;, by providing the additional run on each node i®(A") with ano?her loop. _

coverage needed to a full coverage of the neighbors @his Theorem 3: The power level assignment provided by the

can be done in procedu@omputeP(i). DTCH algorithm guarantees a strongly-connected topology
The process of computing the gain is performed for ea®th the Hitch-hiking model.

power levelp € P(i). Once the gain for all power levels inProof. Initially, each node is assigned the power level needed

P(i) is determined, the node selects the power that produtesreach the furthest 1-hop neighbor i@. The starting



topology G is strongly-connected, that is, between any twaherek = v,.4/7, iS a constantt € (0,1], and represents a
nodes there exists a path. characteristic of the wireless communication medium.

First, we note that there are two cases when a node’s poWhof et us note the optimal solution of the GTC problem
level may change in the DTCH algorithm: (a) in line 10, bujiih OPTESTC  the optimal solution of the TCH problem with
here the value is increased, so this will not affect connectivity, pr7CH and the MST-based solution with/ ST.
and (b) in line 9, when a node’s power level may be reduced. ¢ is proved in [9] that an MST-based topology has a per-

Let us assume by contradiction that after applying thgrmance ratio of 2 for the GTC problem, therefarST <
DTCH algorithm, the strong connectivity is not preserved, . »prGTC |n Theorem 2. we prove thadPTGTC <

Then, there exist two nodesand j such that when the node 1 OPTTCH  therefore, MST < % . OPTTCH . Since

1 is sending a packet, this packet is not fully received;by EPTTCH < MST. we obtain thatO PTTCH < MST <
The nodesi and j are connected ir67, and let us note with 2 ppTCH gng tFle theorem holds. - 0

. LT . . k
lo =1, 11, ..., im = j @ path between and j. We show by * gjnce pMsT-based DTCH starts from an MST-based topol-
induction thati,, fully receives the packet sent by. ogy and improves it, using the Hitch-hiking advantage, DMST-

First, io has the full packet. If did not change its power or jase 4 DTCH will also have a performance rati®gf: for the
has increased the power level, theris fully covered byiy and TCH problem.

therefore receives the full packet froip Let us consider the Secondly, we apply the DTCH algorithm to a symmetric

case wherig has reduced its power level. Then, in Conformit%trongly—connected topology produced by the LMST algo-

W't_h DT_CH’ the current power 0’70 was updated when ON€yithm, and refer to this case as LMST-based DTCH. LMST is
qf its neighbors, saﬁ,.has setup 'ts, final power. In tha’? (,:asea localized algorithm introduced by Li et al [11] as discussed
io fully covers k and o together withk fully cover all os in Section Il. As DTCH is also localized, the resultant LMST-

neiglhporsi]includingl. ?‘0 i% also fully reﬁeivei the packgt. based DTCH algorithm is localized and distributed. We present
Applying the same mechanism, we can show that any node @ qjmjation results for LMST-based DTCH in section V-

the path fully receives the packet sent by its predecessor, eyeny\qte that if DTCH is applied on DMST or LMST, the

if it is not fully covered by its predecessor. Thus, nagefully complexity isO(1). This is because in LMST and DMST, the

receives the pgc.ket., contrad!ctin_g our initial as_sumption th@égree of any node in the resultant topology is bounded by
strong connectivity is not maintained after running DTCH. 6. Therefore, the number of power level of nogeP(i)|, in

D. Two Special Cases DTCH is constant. The complexity of DTCH in the general

X ) N9 S
We have applied the DTCH algorithm on two starting@S€ SOUP (@) x [N (@), Wh'Clh IS'Oh(l) herle. Sting of
topologies output by two distributed algorithms: DMST (Dis- . Letus how present an example with a topology consisting o
tributed MST) and LMST (Localized MST). Again, a Iocalizeds'x,mdes’ distributed as in Figure 3. The number on egqh node
algorithm is a special distributed algorithm without sequentié{?d'cateS the power level u_sed by that node_ n malntal_nlng_ the
propagation. We note with DMST the Gallegar’'s distributeH)pOk_)gy’ based on DMS_T in _(a) a“?' LMST in (b). To S|mpI|fy_
algorithm [4] for constructing an MST, and with DMST—the picture, we use undirectional links when the coverage in

based DTCH, the DTCH algorithm starting from a topolog{?Oth directions isl, which refers to full coverage, whereas
G generated ,by DMST. directional links with values less thanindicate the amount

MST has been considered before as a reference pointof(npart,Ial coverage. )
designing topology control mechanisms in the general model" Figure 3 (2), we present a DMST-based topology, without
(without Hitch-hiking) because of its important properties angitch-hiking. The power level assigned to each node is the
good performances. MST has the minimum longest link amoRg"e" needed_ to reach the furthest.nelghbor in DMST. In this
all the spanning trees [3], therefore, if every node has assigrfe: We obtain a total cost 6. In Figure 3 (b), we show the
a power level needed to reach the furthest neighbor then {30109y obtained after using the LMST algorithm [11], with
maximum power assigned per node is minimized for the mvertotal cost o287. LMST uses a localized way to generate the

compared with other spanning trees. This property resulfiST: every node decides its 1-hop neighbors independently.

in maximizing the time until the first node will deplete its! Nerefore, in a global view, the MST might be a graph.

power resources. Another important property of the MsT- In Figure 3 (c), we show the topology and power assignment
based topology in the general case (without Hitch hiking) ffter running the DMST-based DTCH algorithm. We assume
that it provides an approximation algorithm with performancées = 0-01. First, each node computes iggin. As node
ratio of 2 [9]. F' has the largesgain, it increases its power t84.56, and
Next, we prove that an MST-based topology has a perfdhus nodesA and C' decrease their power t and 34.23,

mance ratio of2/k for the TCH problem. We refer to the '¢SPECtively. In the second round, nodiesets its power to
mechanism that builds an MST over alhodes in the network 4 and nodeZ decreases its power t1.94. We obtain a
and then assigns to any node the power needed to reach!fijg! cost 0f160.73, and a13.59% power reduction compared
furthest neighbor in the MST as MST-based topology. ~ With the output of the DMST algorithm (in Figure 3 (a)),

Theo_rem 4:_ An N_IST'based topology is an approximation 1yhich means all unidirectional links can be removed without impairing
algorithm with ratio bound of2/k for the TCH problem, the network connectivity.



The parameters includes sgtof n nodes and their loca-
tions, andp,,,... the maximum power level that can be assigned
to a node. We also assumg., > 0, Yaeq — 0 and~y, = 1.
Assigning a very small value tg,., results in having any
node participating in the coverage of any other node. jiet
for i = 1..n, p; € R, represent the power level of every
node:. f;7' for m,i,j = 1..n, are binary variablesf;? =
if any packet sent from node: will be fully received by
nodei after j steps; otherwisef;;' = 0. In order to achieve

/7 c69)

0 | s(a) - 0 o :(b): A strong connectivity with Hitch-hiking we need to have a “path”
10 D@ oo A) F(3456) 19 (D(8419) ggp A(D) F(3456) from any node to any other node. Therefore, a packet sent by

G(3423)

L - N any node must be fully received by any other node after a
. 3. number of steps. The maximum number of steps is 1, as
- ‘ we will argue later. Next, we present TCH as a constrained
e minimization problem:

g ‘ ‘ minimize p; +ps + ... + pPn
SN subjectto (1) X,,,(m =1..n)
7777777777 LR (2) Pmax > pi > 07 (pi S 8:E)

310 where X, is a set of conditions, defined as follows:

0 o w0 e

. . . . . m = fm = = m frd 1
Fig. 3. Example for topology control with and without Hitch-hiking. (a) in 2n T nn

(3)
DMST and power consumption. (b) LMST and power consumption. (c) (4) Z{L =0, (Z =1l.n, 7é m)
DMST-based DTCH. (d) LMST-based DTCH. ( ) mo=1

(6)

G- S S5 S Sy + X il a8

while preserving the strong connectivity. For example, ndde (7) (%_:16'27:]1_ 2..m)
reduces its power td, which partially covers its neighbad K
with 0.04, while nodeT provides the additiondl.96 coverage. ~ The problem tries to minimize total power in the network.
Thus, a message sent framis fully received byF, and then Constraint (1) is further expanded in conditions (3) through (7)
A and F' can together covebD. and basically requires that from any nodethere should be
Figure 3 (d) illustrates the execution of the LMST-based route to any other node in the network. Therefore, a packet
DTCH algorithm. We obtain a total cost df06.1 and a transmitted bym should be fully received by all other nodes
reduction ratio 0f28.19% compared with the output of thein the network after at most—1 steps. For a variablg/?’, m
LMST algorithm (in Figure 3 (b)), while preserving the strongepresents the source node currently consideredpresents
connectivity. a destination ang is for the step number. A packet sent by
a nodek is received by node with fraction py, /dy);.
V. SIMULATION RESULTS Let us assume now that a nodetransmits a packet. Then,

. _ for a strongly-connected topology, any other node should be
We present the results of our simulation based on the SiZBle to fully receive this packet in at most— 1 steps. Also,

of the.n(_atwcl)rk. Subsec_tlon V-A models the TCH problem a(?nly the nodes that fully received a packet are able to forward

a minimization constrained problem and presents results g, cket. We also assume that partial messages are stored by
several “toy” examples for small scale topologies, with Ugyg receiver nodef = 0 means that nodédoes not receive

to 8 nodes. Subsection V-B shows results for larger scgje, packet by step').]f}y — 1 means that nodg fully received

topologies, when the number of nodes varies between 100 3ad acket at step, and from condition (6) this will result in

1000. SLantathaidacale ) . )
i3j+1) = .. = f" = 1. As we can see in the inequality

(6), and because variablgsare binary, only nodes that fully

received a frame will contribute in other nodes partial frame
In this section, we formulate the TCH problem as a comeceipts.

strained minimization problem that is solved and implemented Condition (3) asks that all nodes fully received the packet

using the optimization toolbox in Matlab [13]. Then, weafter stepn, by askingf/ = 1, for any: = 1..n. Conditions

compare the results obtained by running DMST-based DTQH) and (5) states that initially (step 1, whegn= 1) only the

and DMST with the results obtained using Matlab, for smatflource node has the full packet. Another observation is that if

scale topologies. Results obtained using Matlab are optingdll other nodes will receive the packet, then this will happen

solutions, so this experiment will be an indication of howvithin at mostn — 1 steps. This is because there are- 1

DMST and DMST-based DTCH perform. nodes that have to receive the packet, and at every step at least

A. Small Scale Network Topologies
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one more node fully receives the packet, otherwise, there ng -
exist one or more nodes that will not fully receive this packet. .
In the simulations, we consider 8 nodes randomly dis- e S -
tributed into anl x 1 Km? area, as illustrated in Figure 4 0 w0 a0 s w0 10 s o0 1000 "0 300 a0 5w 0 700 a0 00 w000
(a), usingryacq _ 00001, fyp -1 and o =2 1In Figure 4 Number of Nodes Deployed Number of Nodes Deployed
(b), we represent the total energy consumed for topologies
between3 and 8 nodes by using the first nodes of thes . ,
nodes, then the first, the first5, and so on. When the number{g%os[jLO?I?V(\)’g})c_onsumpuon of DTCH with DMST and LMSFekq <
of nodes is betweed and7, Matlab converges to the optimal
solution, whereas for the 8 node topology we show the result
after 643 iterations. Considering this node distribution, DMSPower consumed by DMST is smaller than that consumed by
based DTCH results are withits% of the optimal solution |MST. The node density does not have much effect on the
and provide an overall reduction in energy consumption of yawer consumption, especially when node number is bigger
to 17.5% compared with the DMST-based solutions. than200. This is because when node number becomes larger,
the average distance between nodes is smaller, and so is the
average communication power. Therefore, the overall power
In this section, we evaluate the DMST-based DTCH atonsumption changes slightly.
gorithm and LMST-based DTCH algorithm for large scale Figures 5 (c) and (d) show the power consumption depend-
topologies, up tol000 nodes. We set up our simulation in ang on the number of nodes when is 4. We can see that
100 x 100 m? area. Nodes are randomly distributed in the fielthe advantage in power efficiency when using DTCH still
initially and will remain stationary once deployed. We use botholds. The difference between these two algorithms’ power
DMST and LMST algorithms in the simulation to generateonsumption is less distinctive.
the starting topologies and to calculate the initial power Figure 6 shows the reduced ratio of the consumption power.
assignment. Since the localized algorithm lacks global infaFigure 6 (a) shows DMST-based DTCH far = 2, and (c)
mation, the topology obtained when running LMST will bevhena = 4. Figure 6 (b) represents LMST-based DTCH for
less efficient than DMST. Therefore, the power consumptian = 2, and (d) whena = 4. We observe that LMST-based
with LMST will be greater than that of DMST theoretically. INnDTCH with « being 2 achieves the highest reduction in the
the simulation, we consider the following tunable parametefsower consumption, which can be up1®.5%, while DMST-

1) The node density. We change the number of deploy&@sed DTCH witha being4 has the least power reduction.
nodes from100 to 1000 to check the effect of node Simulation results can be summarized as follows:

Power Consumption

(c) DMST and DTCH & = 4) (d) LMST and DTCH @ = 4)

B. Large Scale Network Topologies

density on the performance. « Using Hitch-hiking, the proposed DTCH algorithm re-
2) The index exponent, which shows the relation between duces the nodes’ energy consumption in topology control
distance and power consumption. by 7% to 19%. The LMST-based DTCH has greater

3) The parametety,.,, which depends on actual wireless  energy reduction than DMST-based DTCH.
communication. We use.0001, 0.1 and0.2 as its value  « With o = 2, DTCH achieves better performance than
in the simulation. a = 4. The former is around7%, and the latter around

Figures 5 (a) and (b) show the power consumption de- 9%.

pending on the number of nodes, whenis 2. Figure 5 (a) o The energy reduction ratio is not sensitive to the param-
illustrates DMST and DMST-based DTCH, and (b) LMST  €tervysc; when~,, is very small; there is no difference
and LMST-based DTCH. We observe that the overall power between0 and 0.0001 of v,.,’s value. With increasing
consumption can be greatly reduced by using the DTCH value of v.,, the energy reduction ratio will reduce
algorithm. The smaller the,.,, the better the performance.  slightly.
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In this paper, we have addressed the Topology Control with
Hitch-hiking (TCH) problem in an ad hoc wireless network
with an objective of minimizing the total energy consumption
while obtaining a strongly-connected topology. Power control
impacts energy usage in wireless communication with effect
on battery lifetime, which is a limited resource in many wire-
less applications. We have proved that TCH is NP-complete
and proposed a distributed and localized algorithm that can
be applied to any symmetric, strongly-connected topology in
order to reduce the total power consumption. Our algorithm
uses a distribution decision process at each node that makes
use of only 2-hop neighbor information. We have analyzed
the performance of our algorithm through simulations. Our
future work are, to do some further analysis on other effect
of DTCH, such as delay and throughput; by starting from
DTCH algorithm, to design an efficient topology maintenance
mechanism that effectively adapts to a dynamic and mobile
wireless environment.
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